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Preface 

Purpose 

What justification might there be for a series of introductions to 
language study? After all, linguistics is already well served with 
introductory texts: expositions and explanations which are com
prehensive, authoritative, and excellent in their way. Generally 
speaking, however, their way is the essentially academic one of 
providing a detailed initiation into the discipline of linguistics, 
and they tend to be lengthy and technical: appropriately so, given 
their purpose. But they can be quite daunting to the novice. There 
is also a need for a more general and gradual introduction to lan
guage: transitional texts which will ease people into an under
standing of complex ideas. This series of introductions is designed 
to serve this need. 

Their purpose, therefore, is not to supplant but to support the 
more academically oriented introductions to linguistics: to pre
pare the conceptual ground. They are based on the belief that it is 
an advantage to have a broad map of the terrain sketched out 
before one considers its more specific features on a smaller scale, 
a general context in reference to which the detail makes sense. It is 
sometimes the case that students are introduced to detail without 
it being made clear what it is a detail of. Clearly, a general under
standing of ideas is not sufficient: there needs to be closer 
scrutiny. But equally, close scrutiny can be myopic and meaning
less unless it is related to the larger view. Indeed it can be said that 
the precondition of more particular enquiry is an awareness of 
what, in general, the particulars are about. This series is designed 
to provide this large-scale view of different areas of language 
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study. As such it can serve as preliminary to (and precondition 
for) the more specific and specialized enquiry which students of 
linguistics are required to undertake. 

But the series is not only intended to be helpful to such stu
dents. There are many people who take an interest in language 
without being academically engaged in linguistics per se. Such 
people may recognize the importance of understanding language 
for their own lines of enquiry, or for their own practical purposes, 
or quite simply for making them aware of something which fig
ures so centrally in their everyday lives. If linguistics has revealing 
and relevant things to say about language, this should presum
ably not be a privileged revelation, but one accessible to people 
other than linguists. These books have been so designed as to 
accommodate these broader interests too: they are meant to be 
introductions to language more generally as well as to linguistics 
as a discipline. 

Design 

The books in the series are all cut to the same basic pattern. There 
are four parts: Survey, Readings, References, and Glossary. 

Survey 
This is a summary overview of the main features of the area of 
language study concerned: its scope and principles of enquiry, its 
basic concerns and key concepts. These are expressed and 
explained in ways which are intended to make them as accessible 
as possible to people who have no prior knowledge or expertise in 
the subject. The Survey is written to be readable and is unclut
tered by the customary scholarly references. In this sense, it is sim
ple. But it is not simplistic. Lack of specialist expertise does not 
imply an inability to understand or evaluate ideas. Ignorance 
means lack of knowledge, not lack of intelligence. The Survey, 
therefore, is meant to be challenging. It draws a map of the sub
ject area in such a way as to stimulate thought and to invite a crit
ical participation in the exploration of ideas. This kind of 
conceptual cartography has its dangers of course: the selection of 
what is significant, and the manner of its representation, will not 
be to the liking of everybody, particularly not, perhaps, to some 
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of those inside the discipline. But these surveys are written in the 
belief that there must be an alternative to a technical account on 
the one hand, and an idiot's guide on the other if linguistics is to 
be made relevant to people in the wider world. 

Readings 
Some people will be content to read, and perhaps re-read, the 
summary Survey. Others will want to pursue the subject and so 
will use the Survey as the preliminary for more detailed study. The 
Readings provide the necessary transition. For here the reader is 
presented with texts extracted from the specialist literature. The 
purpose of these Readings is quite different from the Survey. It is 
to get readers to focus on the specifics of what is said, and how it 
is said, in these source texts. Questions are provided to further 
this purpose: they are designed to direct attention to points in 
each text, how they compare across texts, and how they deal with 
the issues discussed in the Survey. The idea is to give readers an 
initial familiarity with the more specialist idiom of the linguistics 
literature, where the issues might not be so readily accessible, and 
to encourage them into close critical reading. 

References 
One way of moving into more detailed study is through the 
Readings. Another is through the annotated References in the 
third section of each book. Here there is a selection of works 
(books and articles) for further reading. Accompanying com
ments indicate how these deal in more detail with the issues dis
cussed in the different chapters of the Survey. 

Glossary 
Certain terms in the Survey appear in bold. These are terms used 
in a special or technical sense in the discipline. Their meanings are 
made clear in the discussion, but they are also explained in the 
Glossary at the end of each book. The Glossary is cross-refer
enced to the Survey, and therefore serves at the same time as an 
index. This enables readers to locate the term and what it signifies 
in the more general discussion, thereby, in effect, using the Survey 
as a summary work of reference. 
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Use 

The series has been designed so as to be flexible in use. Each title is 
separate and self-contained, with only the basic format in com
mon. The four sections of the format, as described here, can be 
drawn upon and combined in different ways, as required by the 
needs, or interests, of different readers. Some may be content with 
the Survey and the Glossary and may not want to follow up the 
suggested References. Some may not wish to venture into the 
Readings. Again, the Survey might be considered as appropriate 
preliminary reading for a course in applied linguistics or teacher 
education, and the Readings more appropriate for seminar dis
cussion during the course. In short, the notion of an introduction 
will mean different things to different people, but in all cases the 
concern is to provide access to specialist knowledge and stimulate 
an awareness of its significance. This series as a whole has been 
designed to provide this access and promote this awareness in 
respect to different areas of language study. 

H .  G .  W I D D O W S O N  
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Survey 





Testing, testing ... 

What is a language test? 

Testing is a universal feature of social life. Throughout history 
people have been put to the test to prove their capabilities or to 
establish their credentials; this is the stuff of Homeric epic, of 
Arthurian legend. In modern societies such tests have proliferated 
rapidly. Testing for purposes of detection or to establish identity has 
become an accepted part of sport (drugs testing), the law (DNA 
tests, paternity tests, lie detection tests), medicine (blood tests, can
cer screening tests, hearing, and eye tests),  and other fields. Tests to 
see how a person performs particularly in relation to a threshold of 
performance have become important social institutions and fulfil a 
gatekeeping function in that they control entry to many important 
social roles. These include the driving test and a range of tests in edu
cation and the workplace. Given the centrality of testing in so<;:ial 
life, it is perhaps surprising that its practice is so little understood. In 
fact, as so often happens in the modern world, this process, which so 
much affects our lives, becomes the province of experts and we 
become dependent on them. The expertise of those involved in test
ing is seen as remote and obscure, and the tests they produce are typ
ically associated in us with feelings of anxiety and powerlessness. 

What is true of testing in general is true also of language testing, 
not a topic likely to quicken the pulse or excite much immediate 
interest. If it evokes any reaction, it will probably take the form of 
negative associations. For many, language tests may conjure up 
an image of an examination room, a test paper with questions, 
desperate scribbling against the clock. Or a chair outside the 
interview room and a nervous victim waiting with rehearsed 
phrases to be called into an inquisitional conversation with the 
examiners. But there is more to language testing than this. 
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To begin with, the very nature of testing has changed quite rad
ically over the years to become less impositional, more humanis
tic, conceived not so much to catch people out on what they do 
not know, but as a more neutral assessment of what they do. 
Newer forms of language assessment may no longer involve the 
ordeal of a single test performance under time constraints. 
Learners may be required to build up a portfolio of written or 
recorded oral performances for assessment. They may be 
observed in their normal activities of communication in the lan
guage classroom on routine pedagogical tasks. They may be 
asked to carry out activities outside the classroom context and 
provide evidence of their performance. Pairs of learners may be 
asked to take part in role plays or in group discussions as part of 
oral assessment. Tests may be delivered by computer, which may 
tailor the form of the test to the particular abilities of individual 
candidates. Learners may be encouraged to assess aspects of their 
�wn abilities. 

Clearly these assessment activities are very different from the 
solitary confinement and interrogation associated with tradi
tional testing. The question arises, of course, as to how these dif
ferent activities have developed, and what their principles of 
design might be. It is the purpose of this book to address these 
questions. 

Understanding language testing 
There are many reasons for developing a critical understanding of 
the principles and practice of language assessment. Obviously 
you will need to do so if you are actually responsible for language 
test development and claim expertise in this field. But many other 
people working in the field of language study more generally will 
want to be able to participate as necessary in the discourse of this 
field, for a number of reasons. 

First, language tests play a powerful role in many people's lives, 
acting as gateways at important transitional moments in educa
tion, in employment, and in moving from one country to another. 
Since language tests are devices for the institutional control of 
individuals, it is clearly important that they should be under
stood, and subjected to scrutiny. Secondly, you may be working 
with language tests in your professional life as a teacher or 
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administrator, teaching to a test, administering tests, or relying 
on information from tests to make decisions on the placement of 
students on particular courses. 

Finally, if you are conducting research in language study you 
may need to have measures of the language proficiency of your 
subjects. For this you need either to choose an appropriate exist
ing language test or design your own. 

Thus, an understanding of language testing is relevant both for 
those actually involved in creating language tests, and also more 
generally for those involved in using tests or the information they 
provide, in practical and research contexts. 

Types of test 
Not all language tests are of the same kind. They differ with 
respect to how they are designed, and what they are for: in other 
words, in respect to test method and test purpose. 

In terms of method, we can broadly distinguish traditional 
paper-and-pencil language tests from performance tests. Paper-and
pencil tests take the form of the familiar examination question 
paper. They are typically used for the assessment either of sepa
rate components of language knowledge (grammar, vocabulary 
etc.) or of receptive understanding (listening and reading compre
hension) .  Test items in such tests, particularly if they are profes
sionally made standardized tests, will often be in fixed response 

format in which a number of possible responses is presented from 
which the candidate is required to choose. There are several types 
of fixed response format, of which the most important is multiple 

choice format, as in the following example from a vocabulary test: 

Select the most appropriate completion of the sentence. 

I wonder what the newspaper says about the new play. I must 
read the 
(a) criticism 
(b) opinion 

':· (c) review 
(d) critic 

Items in multiple choice format present a range of anticipated 
likely responses to the test-taker. Only one of the presented alter
natives (the key, marked here with an asterisk) is correct; the 
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others (the distractors) are based on typical confusions or misun
derstandings seen in learners' attempts to answer the questions 
freely in try-outs of the test material, or on observation of errors 
made in the process of learning more generally. The candidate's 
task is simply to choose the best alternative among those pre
sented. Scoring then follows automatically, and is indeed often 
done by machine. Such tests are thus efficient to administer and 
score, but since they only require picking out one item from a set 
of given alternatives, they are not much use in testing the produc
tive skills of speaking and writing, except indirectly. 

In performance based tests, language skills are assessed in an 
act of communication. Performance tests are most commonly 
tests of speaking and writing, in which a more or less extended 
sample of speech or writing is elicited from the test-taker, and 
judged by one or more trained raters using an agreed rating proce

dure. These samples are elicited in the context of simulations of 
real-world tasks in realistic contexts. 

Test purpose 
Language tests also differ according to their purpose. In fact, the 
same form of test may be used for differing purposes, although in 
other cases the purpose may affect the form. The most familiar 
distinction in terms of test purpose is that between achievement 

and proficiency tests. 

Achievement tests are associated with the process of mstruc
tion. Examples would be: end of course tests, portfolio assess
ments, or observational procedures for recording progress on the 
basis of classroom work and participation. Achievement tests 
accumulate evidence during, or at the end of, a course of study in 
order to see whether and where progress has been made in terms 
of the goals of learning. Achievement tests should support the 
teaching to which they relate. Writers have been critical of the use 
of multiple choice standardized tests for this purpose, saying that 
they have a negative effect on classrooms as teachers teach to the 
test, and that there is often a mismatch between the test and the 
curriculum, for example where the latter emphasizes perfor
mance. An achievement test may be self-enclosed in the sense that 
it may not bear any direct relationship to language use in the 
world outside the classroom {it may focus on knowledge of par-
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ticular points of grammar or vocabulary, for example). This will 
not be the case if the syllabus is itself concerned with the outside 
world, as the test will then automatically reflect that reality in the 
process of reflecting the syllabus. More commonly though, 
achievement tests are more easily able to be innovative, and to 
reflect progressive aspects of the curriculum, and are associated 
with some of the most interesting new developments in language 
assessment in the movement known as alternative assessment. 

This approach stresses the need for assessment to be integrated 
with the goals of the curriculum and to have a constructive rela
tionship with teaching and learning. Standardized tests are seen 
as too often having a negative, restricting influence on progressive 
teaching. Instead, for example, learners may be encouraged to 
share in the responsibility for assessment, and be trained to evalu
ate their own capacities in performance in a range of settings in a 
process known as self-assessment. 

Whereas achievement tests relate to the past in that they mea
sure what language the students have learned as a result of teach
ing, proficiency tests look to the future situation of language use 
without necessarily any reference to the previous process of 
teaching. The future 'real life' language use is referred to as the cri

terion. In recent years tests have increasingly sought to include 
performance features in their design, whereby characteristics of 
the criterion setting are represented. For example, a test of the 
communicative abilities of health professionals in work settings 
will be based on representations of such workplace tasks as com
municating with patients or other health professionals. Courses 
of study to prepare candidates for the test may grow up in the 
wake of its establishment, particularly if it has an important gate
keeping function, for example admission to an overseas univer
sity, or to an occupation requiring practical second language 
skills. 

The criterion 
Testing is about making inferences; this essential point is 
obscured by the fact that some testing procedures, particularly in 
performance assessment, appear to involve direct observation. 
Even where the test simulates real world behaviour-reading a 
newspaper, role playing a conversation with a patient, listening to 
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a lecture-test performances are not valued in themselves, but 
only as indicators of how a person would perform similar, or 
related, tasks in the real world setting of interest. Understanding 
testing involves recognizing a distinction between the criterion 
(relevant communicative behaviour in the target situation) and 
the test. The distinction between test and criterion is set out for 
performance-based tests in Figure r.r 

Test 

A performance 
or series of 
performances, 
simulating/ 
representing or 
sampled from 
the criterion 

(observed) 

Characterization 
of the essential 
features of the 

riterion influence 
the design of 

-- the test 

c 

• 

� inferences about 

F I GuRE r. r Test and criterion 

� Criterion 

A series of 

s 
performances 
subsequent to 
the test; the 
target 

___.. (unobservable) 

Test performances are used as the basis for making inferences 
about criterion performances. Thus, for example, listening to a 
lecture in a test is used to infer how a person would cope with lis
tening to lectures in the course of study he/she is aiming to enter. 
It is important to stress that although this criterion behaviour, as 
relevant to the appropriate communicative role (as nurse, for 
example, or student), is the real object of interest, it cannot be 
accounted for as such by the test. It remains elusive since it cannot 
be directly observed. 

There has been a resistance among some proponents of direct 

testing to this idea. Surely test tasks can be authentic samples of 
behaviour? Sometimes it is true that the materials and tasks in 
language tests can be relatively realistic but they can never be real. 
For example, an oral examination might include a conversation, 
or a role-play appropriate to the target destination. In a test of 
English for immigrant health professionals, this might be between 
a doctor and a patient. But even where performance test materials 
appear to be very realistic compared to traditional paper-and-
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pencil tests, it is clear that the test performance does not exist for 
its own sake. The test-taker is not really reading the newspaper 
provided in the test for the specific information within it; the test 
taking doctor is not really advising the 'patient'. As one writer 
famously put it, everyone is aware that in a conversation used 
to assess oral ability 'this is a test, not a tea party'. The effect of 
test method on the realism of tests will be discussed further in 
Chapter 3· 

There are a number of other limits to the authenticity of tests, 
which force us to recognize an inevitable gap between the test and 
the criterion. For one thing, even in those forms of direct perfor
mance assessment where the period in which behaviour is 
observed is quite extended (for example, a teacher's ability to use 
the target language in class may be observed on a series of lessons 
with real students) ,  there comes a point at which we have to stop 
observing and reach our decision about the candidate-that is, 
make an inference about the candidate's probable behaviour in 
situations subsequent to the assessment period. While it may be 
likely that our conclusions based on the assessed lessons may be 
valid in relation to the subsequent unobserved teaching, differ
ences in the conditions of performance may in fact jeopardize 
their validity (their generalizability). For example, factors such as 
the careful preparation of lessons when the teacher was under 
observation may not be replicated in the criterion, and the effect 
of this cartrtot be known in advance. The point is that observation 
of behaviour as part of the activity of assessment is naturally self
limiting, on logistical grounds if for no other reason. In fact, of 
course, most test situations allow only a very brief period of sam
pling of candidate behaviour-usually a couple of hours or so at 
most; oral tests may last only a few minutes. Another constraint 
on direct knowledge of the criterion is the testing equivalent of the 
Observer's Paradox: that is, the very act of observation may 
change the behaviour being observed. We all know how tense 
being assessed can make us, and conversely how easy it some
times is to play to the camera, or the gallery. 

In judging test performances then, we are not interested in the 
observed instances of actual use for their own sake; if we were, 
and that is all we were interested in, the sample performance 
would not be a test. Rather, we want to know what the particular 
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performance reveals of the potential for subsequent performances 
in the criterion situation. We look so to speak underneath or 
through the test performance to those qualities in it which are 
indicative of what is held to underlie it. 

If our inferences about subsequent candidate behaviour are 
wrong, this may have serious consequences for the candidate and 
others who have a stake in the decision. Investigating the defensi
bility of the inferences about candidates that have been made on 
the basis of test performance is known as test validation, and is the 
main focus of testing research. 

The test-criterion relationship 
The very practical activity of testing is inevitably underpinned by 
theoretical understanding of the relationship between the crite
rion and test performance. Tests are based on theories of the 
nature of language use in the target setting and the way in which 
this is understood will be reflected in test design. Theories of 
language and language in use have of course developed in very 
different directions over the years and tests will reflect a variety of 
theoretical orientations. For example, approaches which see per
formance in the criterion as an essentially cognitive activity will 
understand language use in terms of cognitive constructs such as 
knowledge, ability, and proficiency. On the other hand, ap
proaches which conceive of criterion performance as a social and 
interactional achievement will emphasize social roles and interac
tion in test design. This will be explored in detail in Chapter 2. 

However, it is not enough simply to accept the proposed rela
tionship between criterion and test implicit in all test design. 
Testers need to check the empirical evidence for their position in 
the light of candidates' actual performance on test tasks. In other 
words, analysis of test data is called for, to put the theory of the 
test-criterion relationship itself to the test. For example, current 
models of communicative ability state that there are distinct 
aspects of that ability, which should be measured in tests. As a 
result, raters of speaking skills are sometimes required to fill in a 
grid where they record separate impressions of aspects of speak
ing such as pronunciation, appropriateness, grammatical accu
racy, and the like. Using data (test scores) produced by such 
procedures, we will be in a position to examine empirically the 

IO S U RVEY 



relationship between scores given under the various categories. 
Are the categories indeed independent? Test validation thus 
involves two things. In the first place, it involves understanding 
how, in principle, performance on the test can be used to infer 
performance in the criterion. In the second place, it involves using 
empirical data from test performances to investigate the defensi
bility of that understanding and hence of the interpretations (the 
judgements about test-takers) that follow from it. These matters 
will be considered in detail in Chapter 5, on test validity. 

Conclusion 
In this chapter we have looked at the nature of the test-criterion 
relationship. We have seen that a language test is a procedure for 
gathering evidence of general or specific language abilities from 
performance on tasks designed to provide a basis for predictions 
about an individual's use of those abilities in real world contexts. 
All such tests require us to make a distinction between the data of 
the learner's behaviour, the actual language that is produced in 
test performance, and what these data signify, that is to say what 
they count as in terms of evidence of 'proficiency', 'readiness for 
communicative roles in the real world', and so on. Testing thus 
necessarily involves interpretation of the data of test performance 
as evidence of knowledge or ability of one kind or another. Like 

the soothsayers of ancient Rome, who inspected the entrails of 
slain animals in order to make their interpretations and subse
quent predictions of future events, testers need specialized knowl
edge of what signs to look for, and a theory of the relationship of 
those signs to events in the world. While language testing resem
bles other kinds of testing in that it conforms to general principles 
and practices of measurement, as other areas of testing do, it is 
distinctive in that the signs and evidence it deals with have to do 
specifically with language. We need then to consider how views 
about the nature of language have had an impact on test design. 
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Communication and the design 

of language tests 

Essential to the activities of designing tests and interpreting the 
meaning of test scores is the view of language and language use 
embodied in the test. The term test construct refers to those 
aspects of knowledge or skill possessed by the candidate which 
are being measured. Although this term is taken from psychology, 
we should note that the knowledge or skill being assessed does 
not have to be defined in psychological terms. Thus some scholars 
have taken a social rather than psychological view of language 
performance and would define the test construct accordingly. 
Defining the test construct involves being clear about what 
knowledge of language consists of, and how that knowledge is 
deployed in actual performance (language use). Understanding 
what view the test takes of language use in the criterion is neces
sary for determining the link between test and criterion in per
formance testing. This is not just an academic matter. It has 
important practical implications, because according to what view 
the test takes, the 'look' of the test will be different, reporting of 
scores will change, and test performance will be interpreted dif
ferently. The difference of format between paper-and-pencil tests 
and performance tests is not just incidental; it reflects an implicit 
difference between views of language and language use. 

Discrete point tests 
Early theories of test performance, influenced by structuralist 
linguistics, saw knowledge of language as consisting of mastery 
of the features of the language as a system. This position was 
clearly articulated by Robert Lado in his highly influential book 
Language Testing, published in r 9 6 1 .  Testing focused on 
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candidates' knowledge of the grammatical system, of vocabulary, 
and of aspects of pronunciation. There was a tendency to atomize 
and decontextualize the knowledge to be tested, and to test 
aspects of knowledge in isolation. Thus, the points of grammar 
chosen for assessment would be tested one at a time; and tests of 
grammar would be separate from tests of vocabulary. Material to 
be tested was presented with minimal context, for example in an 
isolated sentence. This practice of testing separate, individual 
points of knowledge, known as discrete point testing, was rein
forced by theory and practice within psychometrics, the emerging 
science of the measurement of cognitive abilities. This stressed the 
need for certain properties of measurement, particularly reliabil
ity, or consistency of estimation of candidates' abilities. It was 
found that this could be best achieved through constructing a test 
consisting of many small items all directed at the same general tar
get-say, grammatical structure, or vocabulary knowledge. In 
order to test these individual points, item formats of the multiple 
choi<;:e question type were most suitable. While there was also 
realization among some writers that the integrated nature of per
formance needed to be reflected somewhere in a test battery, the 
usual way of handling this integration was at the level of skills 

testing, so that the four language macroskills of listening, reading, 
writing, and speaking were in various degrees tested (again, in 
strict isolation from one another) as a supplement to discrete 
point tests. This period of language testing has been called the 
psychometric-structuralist period and was in its heyday in the 
r96os; but the practices adopted at that time have remained 
hugely influential. 

Integrative and pragmatic tests 
Within a decade, the necessity of assessing the practical language 
skills of foreign students wishing to study at universities in Britain 
and the US, together with the need within the communicative 
movement in teaching for tests which measured productive 
capacities for language, led to a demand for language tests which 
involved an integrated performance on the part of the language 
user. The discrete point tradition of testing was seen as focusing 
too exclusively on knowledge of the formal linguistic system for 
its own sake rather than on the way such knowledge is used to 
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achieve communication. The new orientation resulted in the 
development of tests which integrated knowledge of relevant sys
tematic features of language (pronunciation, grammar, vocabu
lary) with an understanding of context. As a result, a distinction 
was drawn between discrete point tests and integrative tests such 
as speaking in oral interviews, the composing of whole written 
texts, and tests involving comprehension of extended discourse 
(both spoken and written).  The problem was that such integrative 
tests tended to be expensive, as they were time consuming and dif
ficult to score, requiring trained raters; and in any case were 
potentially unreliable (that is, where judges were involved, the 
judges would disagree). 

Research carried out by the American, John Oller, in the 1 970s 
seemed to offer a solution. Oller offered a new view of language 
and language use underpinning tests, focusing less on knowledge 
of language and more on the psycholinguistic processing involved 
in language use. Language use was seen as involving two factors: 
( r )  the on-line processing of language in real time (for example, in 
naturalistic speaking and listening activities), and ( 2 ) a 'prag
matic mapping' component, that is, the way formal knowledge of 
the systematic features of language was drawn on for the expres
sion and understanding of meaning in context. A test of language 
use had to involve both of these features, neither of which was felt 
to be captured in the discrete point tradition of testing. Further, 
Oller proposed what came to be known as the Unitary Competence 

Hypothesis, that is, that performance on a whole range of tests 
(which he termed pragmatic tests) depended on the same underly
ing capacity in the learner-the ability to integrate grammatical, 
lexical, contextual, and pragmatic knowledge in test perfor
mance. He argued that certain kinds of more economical and 
efficient tests, particularly the cloze test (a gap-filling reading 
test) ,  measured the same kinds of skills as those tested in produc
tive tests of the types listed above. It was argued that a doze test 
was an appropriate substitute for a test of productive skills 
because it required readers to integrate grammatical, lexical, con
textual, and pragmatic knowledge in order to be able to supply the 
missing words. A doze test was a reading test, consisting of a text of 
approximately 400 words in length. After an introductory sentence 
or two which was left intact, words were systematically removed-
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every 5th, 6th or 7th word was a typical procedure-and replaced 
with a blank. The task was for the reader to supply the missing 
word. Various scoring methods (exact word replacement, any 
acceptable word replacement) were tried out and seemed to pro
vide much the same information about the relative abilities of 
readers. Such tests were easy to construct, relatively easy to score, 
were based on a compelling theory of language use, and seemed 
an attractive alternative to more elaborate and expensive tests of 
the productive skills of speaking and writing. The doze thus 
became a very popular form of test in the 1 970s and early 198os 
(and is still widely used today). 

Unfortunately, further work soon showed that doze tests on 
the whole seemed mostly to be measuring the same kinds of things 
as discrete point tests of grammar and vocabulary. It seems that 
there are no short cuts in the testing of communicative skills. 

Communicative language tests 
From the early 1970s, a new theory of language and language use 
began to exert a significant influence on language teaching and 
potentially on language testing. This was Hymes's theory of com
municative competence, which greatly expanded the scope of 
what was covered by an understanding of language and the abil
ity to use language in context, particularly in terms of the social 
demands of performance. Hymes saw that knowing a language 
was more than knowing its rules of grammar. There were cultur
ally specific rules of use which related the language used to fea
tures of the communicative context. For example, ways of 
speaking or writing appropriate to communication with close 
friends may not be the same as those used in communicating with 
strangers, or in professional contexts. Although the relevance of 
Hymes's theory to language testing was recognized more or less 
immediately on its appearance, it took a decade for its actual 
impact on practice to be felt, in the development of communica
tive language tests. Communicative language tests ultimately 
came to have two features: 

r They were performance tests, requiring assessment to be carried 
out when the learner or candidate was engaged in an extended 
act of communication, either receptive or productive, or both. 
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2 They paid attention to the social roles candidates were likely to 
assume in real world settings, and offered a means of specifying 
the demands of such roles in detail. 

The second of these features distinguishes communicative lan
guage tests from the integrative/pragmatic testing tradition. The 
theory of communicative competence represented a profound 
shift from a psychological perspective on language, which sees 
language as an internal phenomenon, to a sociological one, focus
ing on the external, social functions of language. 

Developments in Britain were particularly significant. The 
Royal Society of Arts developed influential examinations in 
English as a Foreign Language with innovative features such as 
the use of authentic texts and real world tasks; and the British 
Council and other authorities developed communicative tests of 
English as a Foreign Language for overseas students intending to 
study at British universities. These latter tests in some cases 
involved careful study of the communicative roles and tasks fac
ing such students in Britain as the basis for test design; this stage 
of the process is known as a job analysis. This approach has con
tinued to be used in the development of tests in occupational set
tings. For example, in the development of an Australian test of 
English as a second language for health professionals, those 
familiar with clinical situations in hospital settings were sur
veyed, and tasks such as communicating with patients, presenting 
cases to colleagues, and so on were identified and ranked accord
ing to criteria such as complexity, frequency, and importance as 
the basis for subsequent test task design. Test materials were then 
developed to simulate such roles and tasks where possible. 

Models of communicative ability 
The practical and imaginative response to the challenge of com
municative language testing was matched by a continuing theo
retical engagement with the idea of communicative competence 
and its implications for the performance requirement of com
municative language testing. Various writers have tried to specify 
the components of communicative competence in second lan
guages and their role in performance. This has been done in order 
to provide a comprehensive framework for test development and 
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testing research, and a basis for the interpretation of test perfor
mance. 

In their first form, such models specified the components of 
knowledge of language without dealing in detail with their role in 
performance. Various aspects of knowledge or competence were 
specified in the early r9 8os by Michael Canale and Merrill Swain 
in Canada: 

r grammatical or formal competence, which covered the kind 
of knowledge (of systematic features of grammar, lexis, and 
phonology) familiar from the discrete point tradition of 
testing; 

2 sociolinguistic competence, or knowledge of rules of language 
use in terms of what is appropriate to different types of inter
locutors, in different settings, and on different topics; 

3 strategic competence, or the ability to compensate in perfor
mance for incomplete or imperfect linguistic resources in a sec
ond language; and 

4 discourse competence, or the ability to deal with extended use 
of language in context. 

Note that strategic competence is oddly named as it is not a type 
of stored knowledge, as the first two aspects of competence 

appear to be, but a capacity for strategic behaviour in perfor
mance, which is likely to involve non-cognitive issues such as 
confidence, preparedness to take risks, and so on. Discourse com
petence similarly has elements of a general intellectual flexibility 
in negotiating meaning in discourse, in addition to a stored 
knowledge aspect-in this case, knowledge of the way in which 
links between different sentences or ideas in a text are explicitly 
marked, through the use of pronouns, conjunctions, and the 
like. 

Further years of discussion and reflection on this framework 
have led to its more detailed reformulation. There has, to begin 
with, been a further specification of different components of 
knowledge that would appear to be included in communicative 
competence. Thus Lyle Bachman, for example, has identified sub
categories of knowledge within the broader categories of gram
matical, discourse, and sociolinguistic competencies. At the same 
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time, strategic competence no longer features as a component of 
such knowledge. In fact, the notion of strategic competence 
remains crucial in understanding second language performance, 
but it has been reconceptualized. Instead of referring to a com
pensatory strategy for learners, it is seen as a more general phe
nomenon of language use. In this view, strategic competence is 
understood as a general reasoning ability which enables one to 
negotiate meaning in context. 

This reworking of the idea of strategic competence has impor
tant implications for assessment. If strategic competence is not 
part of language knowledge, yet does have an impact on perfor
mance, should it be included as part of the focus of assessment? 
After all, competent native speakers differ in their conversational 
facility and their preparedness to take risks in communication, 
and these differences of temperament rather than competence are 
likely to carry over into second language communication. If we 
are to judge strategic competence, by what standards should we 
do so, given the variability among native speakers in this regard? 
On the other hand, if we are to exclude strategic competence as a 
target of assessment, how can we equalize its impact on impres
sions of performance? In other words, what at first look like 
abstract theoretical debates about the nature of competence and 
performance in language tests have very practical consequences 
for test design and for the procedures by which judges will make 
ratings of performance. 

Apart from the increasing specification of what knowledge is 
presupposed in communication, there has also been an attempt to 
grasp the slippery issue of what things other than knowledge are 
called upon in performance in communicative tests, particularly 
where performances involve interaction with another person, as 
in oral performance tests. These will include confidence, motiva
tion, emotional states, the identities of candidate and interlocu
tor, and so on. Of course, an awareness of the complexity of 
factors involved in performance complicates enormously the task 
of standardizing the conditions of assessment ( in the interest of 
fairness). The slowness with which the field has come to grips 
with the issues involved is perhaps motivated by a reluctance to 
face the difficulties of achieving a fair assessment in performance 
tests. 
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Another development has been the attempt to characterize the 
real world tasks in the criterion situation identified through job 
analysis in terms of the aspects of ability or skill (as specified in 
the model of ability) they call upon. This has involved the analysis 
of tasks in terms of those components of knowledge that they 
require, so that performance on tasks can be used as evidence of 
command (or otherwise) of specific components of knowledge 
and skill. In this way the content of test tasks and test method are 
specified more precisely and this can provide a more explicit basis 
for claims to the validity of interpretations of test performance. 

It should be noted that the approach to thinking about commu
nicative language ability in terms of discrete components leaves 
us with aspects of language analysed out as distinct and unre
lated. There is still therefore the problem, which models of com
municative competence were designed to resolve, of how to 
account for the way the different aspects act upon each other in 
actual communication. Paradoxically, as models of communica
tive competence become more analytic, so they take us back to the 
problems of discrete point testing usually associated with testing 
of form alone. 

Nevertheless, the elaboration of models of abilities underlying 
performance has been helpful for both mapping research in lan
guage testing and classifying language tests, and providing lan
guage test developers and researchers with a common language to 
talk about the focus of their work. And even though the model
ling of communicative language ability may appear somewhat 
dauntingly complex and even abstract at times, the issues being 
considered in this debate have very clear practical consequences 
as we have seen. 

But it is also true that attempts to apply a complex framework 
for modelling communicative language ability directly in test 
design have not always proved easy, mainly because of the com
plexity of the framework. This has sometimes resulted in a rather 
tokenistic acknowledgement of the framework and then a disre
gard for it at the stage of practical test design. Where a more thor
ough attempt to base test design on the framework has been 
made, the procedures for specifying test content prove to be 
unwieldy. 

If communicative tests are to move forward they will need to 
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address the problem of feature isolation raised earlier, whereby 
features of language use are analysed out and performance neces
sarily distorted because performance is not a collection of fea
tures but an integrated interplay between them. The issue raised 
here takes us back to the points made previously, in Chapter r ,  

that criterion behaviour is bound to b e  elusive and in principle 
beyond the scope of assessment in a direct sense. A further issue 
involves the implications for test validity of interpreting test 
performance, for example on a speaking test, in terms of only one 
of the participants, the candidate. Clearly, many others than the 
candidate affect the chances of the candidate achieving a success
ful score for the performance. These will include those who frame 
the opportunity for performance at the test design stage; those 
with whom the candidate interacts; those who rate the perfor
mance; and those responsible for designing and managing the 
rating procedure. Instead of focusing on the candidate in isola
tion, the candidate's performance needs to be seen and evaluated 
as part of a joint construction by a number of participants, includ
ing interlocutors, test designers, and raters. The intrinsically 
social character of test performance is discussed at length in 
Chapter 7·  

Conclusion 
In this chapter we have examined a number of influential 
'schools' of language testing, the latter ones claiming to supersede 
the earlier ones on the grounds of the advances they have made in 
understanding the essential nature of performance (language use) 
in the criterion. In fact, the testing practices associated with ear
lier approaches have far from disappeared, which is why appreci
ating earlier work is necessary for understanding the current 
rather eclectic scene in language testing. 

Historically, views of performance in the criterion situation 
have focused either on the cognitive abilities that the individual 
brings to it or on its social character. Attempts have also been 
made to resolve the inevitable difference between these perspec
tives. The ability to participate in the social nature of interaction 
is seen as depending on the candidate knowing certain socially 
determined communicative conventions, for example, how to 
match the form of language to the topic, the setting, the interlocu-
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tor, and so on. In this way, an understanding of the social charac
ter of the criterion setting is formulated in terms of relevant 
knowledge of socially determined communicative conventions. 
The social dimension of communication then becomes part of 
what the candidate needs to know, and can thus be part of the 
cognitive dimensions of successful performance. Although all 
tests imply a view of the nature of the criterion, these views are 
not always explicit in testing schemes. 
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3 
The testing cycle 

Designing and introducing a new test is a little like getting a new 
car on the road. It involves a design stage, a construction stage, 
and a try-out stage before the test is finally operational. But that 
suggests a linear process, whereas in fact test development 
involves a cycle of activity, because the actual operational use of 
the test generates evidence about its own qualities. We need to 
pay attention to this information, indeed actively to seek it out, 
and use it to do further thinking about the test-and so another 
turn of the cycle begins. 

In this chapter we will outline the stages and typical procedures 
in this cyclical process. Further details about some of the stages 
will be given in subsequent chapters. 

Who starts the circle turning? New situations arise, usually 
associated with social or political changes, which generate the 
need for a new test or assessment procedure. These include the 
growth of international education, increased labour flows 
between countries as the result of treaties, the educational impact 
of immigration or refugee programmes, school curriculum 
reform, or reform of vocational education, and training for adults 
in the light of technological change. For example, the needs of the 
US Government during the Cold War for personnel who could 
handle spoken communication in a range of strategically impor
tant languages inspired one of the most forward-looking develop
ments in language testing, the Oral Proficiency Interview (OPI ) .  In 
this procedure, performance in a short interaction with a native 
speaker interlocutor is judged against a set of descriptions of per
formance at various levels. With various modifications, this has 
remained the most commonly used means for the direct testing of 
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spoken language skills. The political and social origins and mean
ing of language tests have recently been brought more clearly into 
focus, and the complex responsibilities of the language tester as 
the agent of political, commercial, and bureaucratic forces are the 
subject of discussion in Chapter 7 ·  

Those responsible for managing the implications of  change, 
usually in corporations or bureaucracies, commission the work of 
test developers. When school systems are involved, the work of 
responding to changing needs is met from within education min
istries, often with the assistance of university researchers. But par
ticularly with the assessment of adults, or where assessment 
involves international contexts, testing agencies with specialist 
expertise in language testing become involved. Such agencies are 
responsible for the two major tests used to measure the English of 
international students wishing to study in universities in the 
English-speaking world: the American Test of English as a Foreign 

Language (TOEFL) and the British/Australian International English 
Language Testing System ( IELTS) .  

Understanding the constraints 
Before they begin thinking in detail about the design of a test, test 
developers will need to get the lay of the land, that is, to establish 
the constraints under which they are working, and under which 
the test will be administered. What resources, physical and finan
cial, are available for test development and test operation? There 
is no point in proposing a performance test if there is no money 
available for the provision of properly trained raters, or if the pro
vision of trained raters cannot be guaranteed in certain remote 
locations in which the test is to be administered. Tests of speaking 
and listening delivered in language laboratories, or tests delivered 
via computer, are not practical options where the technology is 
not available. Test security is also a constraint-can we be sure 
that detailed knowledge of the contents of any version will be 
kept from candidates until the time of the examination? The func
tions that any assessment procedure are required to perform can 
also act as an important constraint. For example, there is an 
increasing tendency for governments to require the reporting of 
the success of language programmes against national scales or 
benchmarks. This may mean that any procedure that teachers use 
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in their classrooms to gather information on the progress of learners 
may have to be compatible with such over-arching reporting 
schemes. 

Following this initial ground-clearing, we move on to the 
detailed design of the test. This will involve procedures to estab
lish test content, what the test contains and test method, the way 
in which it will appear to the test-taker, the format in which 
responses will be required, and how these responses will be 
scored. 

Test content 
From a practical point of view test design begins with decisions 
about test content, what will go into the test. In fact, these deci
sions imply a view of the test construct, the way language and 
language use in test performance are seen, together with the rela
tionship of test performance to real-world contexts of use. In the 
previous chapter, we explored a number of current approaches to 
thinking about test constructs. In major test projects, articulating 
and defining the test construct may be the first stage of test devel
opment, resulting in an elaborated statement of the theoretical 
framework for the test. Even here constraints can operate; the 
new test may have to fit into an approach which has been deter
mined in advance, for example by educational policy makers. 
This is currently the case in assessment which takes place as part 
of vocational training, where the approach to training will deter
mine the approach to assessment; this is discussed further in 
Chapter 7 on the institutional character of language tests. 

Establishing test content involves careful sampling from the 
domain of the test, that is, the set of tasks or the kinds of behav
iours in the criterion setting, as informed by our understanding of 
the test construct. Depending on the construct, the test domain is 
typically defined in one of two ways. It can be defined opera
tionally, as a set of practical, real-world tasks. Sampling then 
involves choosing the most characteristic tasks from the domain, 
for example, in terms of their frequency or importance. 
Alternatively, the domain can be defined in terms of a more 
abstract construct, for example, in terms of a theory of the com
ponents of knowledge and ability that underlie performance in 
the domain. For example, it may be defined in terms of knowledge 
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of the grammatical system, or of vocabulary, or of features of pro
nunciation, or ability to perform aspects of the skill areas of 
speaking, listening, reading or writing. In this case, the test will 
sample, in a principled way, from a range of frequent grammati
cal structures or of items of vocabulary at the appropriate level, or 
will include each relevant skill area. 

In the former case, if the performance domain is associated 
with particular known roles, for example, those occurring in a 
work or study skills setting, then a job analysis is carried out so 
that the communicative roles facing test-takers in the criterion 
situation can be determined and used as the basis for test design. 
This job analysis will typically involve eliciting the insights of 
those familiar with the target setting, for example, non-native 
speakers who are currently working within it. Other suitable 
informants will be job educators or trainers and other experts 
whose work requires them to have an articulated understanding 
of the character and demands of the setting. Methods used will 
include questionnaires and interview. It may also be possible to 
draw on a literature analysing the characteristics of the com
municative demands of the setting; this is true in the area of 
medical communication, for example. When the job analysis has 
been completed, test materials will be written reflecting the 
domain, and a panel of experts who know the nature of the work 
involved may be asked to judge their relevance, coverage, and 
authenticity. 

Test method 
The next thing to consider in test design is the way in which 
candidates will be required to interact with the test materials, par
ticularly the response format, that is, the way in which the candi
date will be required to respond to the materials. (The term test 
method covers these aspects of design together with the issue of 
how candidate responses will be rated or scored.) There are two 
broad approaches to understanding the relation of test method to 
test content. The first sees method as an aspect of content, and 
raises issues of authenticity; the second, more traditional 
approach treats method independently of content, and allows 
more obviously inauthentic test response formats. 
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Authenticity of response 
The job analysis discussed earlier will identify the range of com
municative roles and tasks which characterize the criterion set
ting. This provides a basis not only for determining the kinds of 
texts to be included in the test, but also how candidates will inter
act with them. We may attempt to reproduce, as far as is possible 
in the test setting, the conditions under which they are processed 
or produced in reality. In this way, test method involves simula
tion of the criterion as much as other aspects of the test materials. 
The test method can itself become an aspect of relevant test con
tent, if we define content not only in terms of the texts to be 
included but how they are used. 

However, such an approach raises the issue of authenticity of 
response. There are competing imperatives. On the one hand it is 
desirable to replicate, as far as is possible in the test setting, the 
conditions under which engagement with communicative content 
is done in the criterion setting, so that inferences from the test per
formance to likely future performance in the criterion can be as 
direct as possible. On the other hand, it is necessary to have a pro
cedure that is fair to all candidates, and elicits a scorable perfor
mance, even if this means involving the candidates in somewhat 
artificial behaviour. Once again, test design involves a sort of 
principled compromise. Let us consider this issue firstly in the 
context of assessing listening comprehension, and then in the con
text of the assessment of speaking. 

In the development of a test of English as a foreign language for 
international students, a job analysis may reveal that listening to 
lectures is an important part of the candidates' future role as stu
dents, and so it makes sense to include listening to a lecture as part 
of the test. But how should evidence of such comprehension abil
ity be sought? What form should the test task take? There are a 
number of possibilities: 

r The task replicates what students have to do in the target situa
tion. The candidate is asked to take notes, which are then 
scored for the accuracy of their content. But students take 
notes in very different ways, some of which may cause difficul
ties in scoring. For example, if a particular person fails to make 
a note about a certain point, it may be because it has not been 
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understood, but it may also be because the note-taker has 
determined that it does not merit a note. 

2 If candidates are required to answer pre-set questions, time 
might be given for reading them prior to the listening, or candi
dates might simply be required to read as they listen. If prior, 
either all the questions are presented at once, or a few are pre
sented at a time. But if the latter, how many? That is, how long 
a chunk of lecture should the candidate have to process at any 
one time? Obviously, too long a stretch may introduce irrele
vant memory considerations, and the test becomes as much a 
test of memory as of listening comprehension. On the other 
hand, if too short, then the task of following extended stretches 
of discourse is not represented in the test. 

3 A candidate might be required to listen to the input just once, 
or more than once. Obviously repetition is unlike the real 
world in the sense that lectures are not repeated. On the other 
hand it may be argued that many students make a practice of 
audio-taping lectures to facilitate comprehension, recall, and 
note-taking following the lecture. 

All decisions about test method in such a context inevitably 
involve a compromise between the desirability of an appearance 
of authenticity on the one hand and the practicalities imposed by 
the test situation on the other. Note that the way we resolve this 
compromise may have the undesired effect of jeopardizing the 
fairness of the conclusions we reach about individual candidates. 
For example, in the case where a candidate has been judged not to 
meet a required standard, might observation of his/her perfor
mance under more natural conditions have led us to a different 
conclusion ? Methods of investigating the impact of decisions 
about test method on the fairness of our judgements will be taken 
up in Chapter 5 on validity. 

In relation to the assessment of speaking, related questions of 
authenticity arise. Consider the case of immigrant non-native 
speaker teachers who will have to teach their subject area
science or mathematics, let us say-through the medium of a 
second language. Or consider teachers of foreign languages who 
wish to conduct their classes through the medium of the target 
language. In order to assess whether teachers in each group are 
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communicatively competent to manage their classes in their sec
ond language, approaches ranging along a continuum of authen
ticity are conceivable. 

Consider an aspect of classroom management, giving instruc
tions for an activity. The most contrived, yet the most manage
able from a test administration point of view, is to give a 
paper-and-pencil assessment of ability to handle this task, for 
example, by getting candidates to write out what they would say 
in giving such instructions. This might be an adequate test of can
didates' control of the content of the instructions, but not give us 
any evidence about their ability to execute them, particularly in 
the context of interaction. Alternatively, we might attempt to 
simulate the task with a role-play simulation of giving instruc
tions for the setting up of a specific classroom activity, perhaps in 
a one-to-one setting with an examiner playing the role of a stu
dent being given the instructions. More realistically still, we may 
require the teacher to teach an actual lesson, either with a spe
cially assembled group of students, or in the context of an actual 
school lesson. Particular times and occasions of observation in 
the actual work setting may be agreed upon, for example during 
the course of school practice during a teacher training course. 
Alternatively, non-native speaker teachers in some cases may be 
given professional accreditation, and the adequacy of their profi

ciency in the second language to handle the communicative tasks 
of the work setting may be assessed over an extended period as 
part of an overall assessment of their readiness to practise their 
profession. 

Obviously, as assessment becomes more authentic, it also 
becomes more expensive, complex, and potentially unwieldy. As 
assessment becomes more thoroughly contextualized, it is clear 
that a range of complex non-language-specific contextual vari
ables will become relevant in such assessments, of the kind dis
cussed in Chapter 2. This raises the difficult questions of validity 
discussed there, which will be considered further in Chapter 5 .  

Fixed and constructed response formats 
An alternative to grappling with the dilemma of authenticity of 
response involves accepting to a greater or lesser degree the artifi
ciality of the test situation, and using a range of conventional and 
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possibly inauthentic test formats. Of course, this forces us to face 
the issue of the validity of the inferences we can make from per
formance within such formats. 

Different response formats are sometimes conventionally asso
ciated with different types of test content. Tests of discrete points 
of grammar for example, often use multiple choice question 
(MCQ) format ( see Chapter r ) .  MCQ is also commonly used in 
vocabulary tests; alternatively, lists of vocabulary items and pos
sible definitions may be presented, with candidates having to 
match items and definitions. Usually there are unequal numbers 
of items and definitions, to prevent the last few matches becoming 
predictable through a process of elimination. Tests of reading and 
listening comprehension often use either one of the formats just 
discussed, or true-false formats, in which the candidates have to 
say whether a given proposition corresponds with one in the stim
ulus text or not. The propositions in the test question are based on 
rewordings of propositions in the text, not direct lifting of words 
or phrases from the text. Without paraphrase the task may 
require nothing more than a literal matching of similar words or 
phrases in the text and the question rather than an understanding 
of the meaning of the propositions involved. 

In this section we have so far considered fixed response for
mats, that is, ones in which the candidates' possible responses 
have been anticipated and the candidate's task is to choose the 
appropriate response from those offered. Constructed response 
formats may also be used, although these are more complex and 
usually more expensive to score. For example, in a doze test (see 
Chapter 2 ) , candidates are required to fill in the blanks in the pas
sage. In response to a stimulus comprehension passage, candi
dates may be asked to provide written or oral responses to short 

answer questions, in which they are responsible for the wording of 
the answer. Constructed response formats have the advantage of 
not constraining the candidate to the same degree, and reducing 
the effect of guessing. The candidate assumes greater responsibil
ity for the response, and this may be perceived as in some ways 
more demanding and more authentic. The disadvantage of such 
response formats is that they are generally more expensive to 
score. They cannot be marked automatically by machine; and 
agreement among scorers on what constitutes an acceptable 
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answer needs to be achieved. This may involve multiple marking 
of scripts and discussion of discrepancies. Even in scoring perfor
mances on a doze test, decisions have to be made about the 
acceptability of responses other than the exact word originally 
deleted. Sometimes, another word may be equally acceptable in 
the gap; that is, it is syntactically and semantically appropriate. 
Determining the list of possible correct words and seeing that all 
scorers are applying the scoring procedure correctly is time con
suming and therefore expensive. This takes us back to the issue of 
constraints mentioned above. 

In the testing of productive skills, a further range of test method 
decisions need to be made, about the content and format of the 
stimulus to writing or speaking (the prompt) , the length and for
mat of the response, and about the scoring. For example, in writ
ing assessment, decisions will need to be made about such matters 
as the number, length, and complexity of tasks set, the degree of 
support in terms of content provided, the source of ideas for con
tent, where such support is provided, whether a choice of topic is 
permitted, and the exact wording of the instructions to candi
dates (the rubric ) . In addition, procedures for scoring, particularly 
the criteria against which the performance will be judged, need to 
be developed. If performances are to be judged against rating 
scales, then the scales need to be developed. What has been said 

here about writing also applies to the assessment of speaking 
skills, through interviews, role plays, group discussions, and 
other procedures. The assessment of productive skills is consid
ered in detail in Chapter 4· Of course, much of what has been said 
in this paragraph applies as well to the design of relatively authen
tic tests of productive skills. 

Test specifications 
The result of the design process in terms of test content and test 
method is the creation of test specifications. These are a set of 
instructions for creating the test, written as if they are to be fol
lowed by someone other than the test developer; they are a recipe 
or blueprint for test construction. Their function is to force explic
itness about the design decisions in the test and to allow new 
versions to be written in future. The specifications will include 
information on such matters as the length and structure of each 
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part of the test, the type of materials with which candidates will 
have to engage, the source of such materials if authentic, the extent 
to which authentic materials may be altered, the response format, 
the test rubric, and how responses are to be scored. Test materials 

are then written according to the specifications, which may of 
course themselves be revised in the light of the writing process. 

Test trials 
The fourth stage is trialling or trying out the test materials and pro
cedures prior to their use under operational conditions. This stage 
involves careful design of data collection to see how well the test 
is working. A trial population will have to be found, that is, a 
group of people who resemble in all relevant respects (age, learn
ing background, general proficiency level, etc.) the target test 
population. With discrete point test items, a trial population of at 
least r oo, and frequently far more than this, is required. Careful 
statistical analysis is carried out of responses to items to investi
gate their quality and the concepts. Some of the procedures 
involved are explained in Chapter 6. Where subjective judge
ments of speaking and writing are involved, there is a need for 
training of those making the judgements, and investigation of the 
interpretability and workability of the criteria and rating scales to 
be used. These issues are dealt with in detail in Chapter 4·  

In addition, test-taker feedback should be gathered from the 
trial subjects, often by a simple questionnaire. This will include 
questions on perceptions of the level of difficulty of particular 
questions, the clarity of the rubrics, and general attitude to the 
materials and tasks. Subjects can quickly spot things that are 
problematic about materials which test developers struggle to see. 

Materials and procedures will be revised in the light of the 
trials, in preparation for the operational use of the test. Data from 
actual test performances needs to be systematically gathered and 
analysed, to investigate the validity and usefulness of the test 
under operational conditions. Periodically, the results of this data 
gathering may lead to substantial revision of the test design, and 
the testing cycle will recommence. In any case, all new versions of 
the test need to be trialled, and monitored operationally. It is in 
the context of the testing cycle that most research on language 
testing is carried out. 
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Conclusion 
In this chapter we have examined the process through which a 
testing procedure is conceptualized, developed, and put into 
operation. We have considered test content as an expression of 
test construct, and looked at how that content may be deter
mined, especially through the procedures of job analysis. We have 
considered that the way in which candidates interact with test 
materials can also replicate real-world processes, and considered 
the issue of authenticity that arise. Often, in the interests of econ
omy or manageability, particularly in large-scale tests, such repli
cation is unaffordable, and more conventional response formats 
are the only option. We have considered a range of such formats 
here. In Chapter 4 we will consider in much greater detail the con
cepts and methods involved in judgements of performance in 
speaking and writing, and the issues of fairness that arise. 

Throughout the testing cycle data for the investigation of test 
qualities are generated automatically in the form of responses to 
test items. The use of test data by researchers to question the fair
ness of the test takes us into the area of the validation of tests, 
which is the subject of Chapter 5 .  
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The rating process 

Making judgements about people is a common feature of every
day life. We are continually evaluating what others say and do, in 
comments called for or not, offering criticism and feedback infor
mally to friends and colleagues about their behaviour. Formal, 
institutional judgements figure prominently in our lives too. 
People pass driving tests, survive the probationary period in a 
new job, get promotions at work, succeed at interviews, win 
Oscars for performances in a film, win medals in diving competi
tions, and are released from prison for good behaviour. The 
judgement will in most cases have direct consequences for the per
son judged, and so issues of fairness arise, which most public pro
cedures try to take account of in some way. Regrettably, it is easy 
to become aware of the way in which the idiosyncrasies of the 
rater or the rating process can determine the outcome unfairly. In 
international sporting contests such as the Olympic Games and 
World Cup soccer, the nationality of judges, referees or umpires, 
and their presumed and sometimes real biases become an issue, 
and attempts are made to mitigate their effects. All of us can prob
ably recount instances of the benign or damaging role of particu
lar raters in examination processes in which we have been 
involved. Many people have anecdotes of bizarre procedures for 
reaching rating decisions in various contexts, for example in job 
selection. 

This chapter will discuss rating procedures used in language 
assessment. (The terms ratings and raters will be used to refer to 
the judgements and those who make them.) We will discuss the 
necessity for, and pitfalls of, a rater-mediated approach to the 
assessment of language. First, we will look at the procedures used 
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in judging, then at how judgements may be reported, and finally 
at threats to the fairness of the procedures and how these may be 
avoided or at least mitigated. We will consider in some detail 
three aspects of the validation of rating procedures: the establish
ment of rating protocols; exploring differences between individ
ual raters, and mitigating their effects; and understanding 
interactions between raters and other features of the rating 
process (for example, the reactions of individual raters to particu
lar topics or to speakers from a particular language background) .  

Establishing a rating procedure 
Rater-mediated assessment is becoming more and more central to 
language teaching and learning. As communicative language 
teaching has increasingly focused on communicative perfor
mance in context, so rating the impact of that communication has 
become the focus of language assessment. Rater-mediated lan
guage assessment is also in line with institutional demands for 
accountability in education, as outcomes of educational processes 
are often described in terms of demonstrable practical compe
tence in the learner. This competence is then verified through 
assessment. 

Where assessments meet institutional requirements, for exam
ple for certification, as with any bureaucratic procedure there are 
set methods for yielding the judgement in question. These meth
ods typically have three main aspects. 

First, there is agreement about the conditions (including the 
length of time) under which the person's performance or behav
iour is elicited, and/or is attended to by the rater. This may take 
the form of a formal examination, with set tasks and fixed 
amounts of time for the performances. Alternatively, it may 
involve a period of observation during instruction, or while can
didates carry out relevant tasks and roles in the actual target per
formance context. 

Second, certain features of the performance are agreed to be 
critical; the criteria for judging these will be determined and 
agreed. Usually this will involve considering various components 
of competence-fluency, accuracy, organization, sociocultural 
appropriateness, and so on. The weighting of each of the compo
nents of assessment becomes an issue. So does their relevance: an 
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increasingly important question in the validation of performance 
assessments is how the relevant criteria for assessing the perfor
mance are to be decided. The heart of the test construct lies here. 

Finally, raters who have been trained to an agreed understand
ing of the criteria characterize a performance by allocating a 
grade or rating. This assumes the prior development of descrip
tive rating categories of some kind: 'competent', 'not competent', 
'ready to cope with a university course', and so on. 

The problem with raters 
Introducing the rater into the assessment process is both neces
sary and problematic. It is problematic because ratings are neces
sarily subjective. Another way of saying this is that the rating 
given to a candidate is a reflection, not only of the quality of the 
performance, but of the qualities as a rater of the person who has 
judged it. The assumption in most rating schemes is that if the rat
ing category labels are clear and explicit, and the rater is trained 
carefully to interpret them in accordance with the intentions of 
the test designers, and concentrates while doing the rating, then 
the rating process can be made objective. In other words, rating is 
essentially reduced to a process of the recognition of objective 
signs, with classification following automatically. In this view 
rating would resemble the process of chicken sexing, in which 
young chicks are inspected for the external visible signs of their 
sex (apparent only to the trained eye when chicks are very young), 
and allocated to male and female categories accordingly. 

But the reality is that rating remains intractably subjective. The 
allocation of individuals to categories is not a deterministic 
process, driven by the objective, recognizable characteristics of 
performances, external to the rater. Rather, rating always con
tains a significant degree of chance, associated with the rater and 
other factors. The influence of these factors can be explored by 
thinking of rating as a probabilistic phenomenon, that is, explor
ing the probabilities of certain rating outcomes with particular 
raters, particular tasks, and so on. We can easily show this by 
looking at the way in which even trained raters differ in their han
dling of the allocation of individual performances in borderline 
cases. Close comparison of the ratings given by different raters in 
such cases will typically show that one rater will be consistently 
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inclined to assign a lower category to candidates whom another 
rater puts into a higher one. The obvious result of this is that 
whether a candidate is judged as meeting a particular standard or 
not depends fortuitously on which rater assesses their work. 
Worse (because this is less predictable ), raters may not even be 
self-consistent from one assessed performance to the next, or 
from one rating occasion to another. Researchers have sometimes 
been dismayed to learn that there is as much variation among 
raters as there is variation between candidates. 

In the 19 sos and r96os, when concerns for reliability domi
nated language assessment, rater-mediated assessment was dis
couraged because of the problem of subjectivity. This led to a 
tendency to avoid direct testing. Thus, writing skills were assessed 
indirectly through examination of control over the grammatical 
system and knowledge of vocabulary. But increasingly it was felt 
that so much was lost by this restriction on the scope of assess
ment that the problem of subjectivity was something that had to 
be faced and managed. Particularly with the advent of commu
nicative language teaching, with its emphasis on how linguistic 
knowledge is actually put to use, understanding and managing 
the rating process became an urgent necessity. 

Establishing a framework for making judgements 
In establishing a rating procedure, we need to consider the criteria 
by which performances at a given level will be recognized, and 
then to decide how many different levels of performance we wish 
to distinguish. The answers to these questions will determine the 
basic framework or orientation for the rating process. Deciding 
which of these orientations best fits a particular assessment set
ting will depend on the context and purpose of the assessment. 

It is useful to view achievement as a continuum. The assessment 
system may recognize a number of different levels of achieve
ment, in which case we then think of it as representing a ladder or 
scale. In other contexts, only one point on the continuum is of 
relevance, and a simple 'enough/not enough' distinction is all that 
needs to be made. In this case the testing system can best be 
thought of in terms of a hurdle or cut-point. These two possibilities 
are not of course contradictory, but are a little like different set
tings on a camera or microscope. We can stand back and look at 
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the whole continuum, or we can zoom in on one part of it. Each 
level of the ladder may be thought of as requiring a 'yes/no' deci
sion ( 'enough/not enough')  for that level. 

We can illustrate the distinction between the hurdle and ladder 
perspectives by reference to two very different kinds of perfor
mance. Consider the driving test. Most people, given adequate 
preparation, would assume they could pass it. Although not 
everybody who passes the test has equal competence as a driver, 
the function of the test is to make a simple distinction between 
those who are safe on the roads and those who are not, rather 
than to distinguish degrees of competence in driving skill. Often, 
in hurdle assessments, as in the driving test, the assessment system 
is not intended to permanently exclude. In other words, every 
competent person should pass, and it is assumed that most people 
with adequate preparation will be capable of a competent perfor
mance, and derive the benefits of certification accordingly. The 
aim of the certification is to protect other people from incompe
tence. The assessment is essentially not competitive. 

Many systems of assessment try to combine the characteristics 
of access and competition. For example, in the system of certifica
tion for competence in piano playing, a number of grades of per
formance are established, with relevant criteria defining each, and 
over a number of years a learner of the piano may proceed through 

the examinations for the grades. As the levels become more 
demanding, fewer people have the necessary motivation or oppor
tunity to prepare for performance at such a level, or indeed even 
the necessary skill. The final stages of certification involve fiercely 
contested piano competitions where only the most brilliant will 
succeed, so resembling the Olympic context. But at levels below 
this, the 'grade' system of certification involves a principle of 
access: at each step of competence, judged in a 'yes'/'no' manner 
( 'competent at this level' vs. 'not competent') ,  those with adequate 
preparation are likely to pass. The function of the assessment at a 
given level is not to make distinctions between candidates, other 
than a binary distinction between those who meet the require
ments of the level and those who do not. 

Language testing has examples of each of these kinds of frame
work for making judgements about individuals. In judgements of 
competence, to perform particular kinds of occupational roles, 
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for example to work as a medical practltloner through the 
medium of a second language, where the communicative 
demands of the work or study setting to which access is sought 
are high, then the form of the judgement will be 'ready' or 'not 
ready', as in the driving test. Even though the amount of prepara
tion is much greater, and what is demanded is much higher, we 
nevertheless expect each of the medical professionals who present 
for such a test to succeed in the end. Its function is not usually to 
exclude permanently those who need to demonstrate competence 
in the language in order to practise their profession, although 
tests may of course be used as instruments of such exclusion, as 
we shall see later, in Chapter 7· In contrast, in contexts where 
only a small percentage of candidates can be selected, for example 
in the awarding of competitive prizes or scholarships, then the 
higher levels of achievement will become important as they 
are used to distinguish the most able of candidates from the rest. 
This is the case in contexts of achievement, for example, in 
school-based language learning, or in vocational and workplace 
training. 

Rating scales 
Most often, frameworks for rating are designed as scales, as this 
allows the greatest flexibility to the users, who may want to use 
the multiple distinctions available from a scale, or who may 
choose to focus on only one cut-point or region of the scale. The 
preparation of such a scale involves developing level descriptors, 

that is, describing in words performances that illustrate each level 
of competence defined on the scale. For example, in the driving 
test, performance at a passing level might be described as 'Can 
drive in normal traffic conditions for 20 minutes making a range 
of normal movements and dealing with a range of typical eventu
alities; and can cope with a limited number of frequently encoun
tered suddenly emerging situations on the road.' This description 
will necessarily be abstracted from the experience of those famil
iar with the setting and its demands, in this case experienced dri
ving instructors, and will have to be vetted by a relevant authority 
entrusted with (in this case) issuing a licence to drive based on the 
test performance. 

An ordered series of such descriptions is known as a rating 
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scale. A number of distinctions are usually made-rating scales 
typically have between 3 and 9 levels. Figure 4 . 1  gives an example 
of a summary rating scale developed by the author to describe lev
els of performance on an advanced level test of English as a sec
ond language for speaking skills in clinical settings. 

Aspect of performance considered: overall communicative 
effectiveness 

1 elementary level of communicative effectiveness 

2 clearly could not cope in a bridging programme in a clinical 
setting involving interactions with patients and colleagues 

3 just below minimum competence needed to cope in a bridging 
programme in a clinical setting involving interactions with 
patients and colleagues 

4 has minimum competence needed to cope in a bridging 
programme in a clinical setting involving interactions with 
patients and colleagues 

5 could easily cope in a bridging programme in a clinical setting 
involving interactions with patients and colleagues 

6 near native communicative effectiveness 

F I G U R E  4 . 1  Rating scale, Occupational English Test for health 
professionals 

This rating scale is used as part of a screening procedure (used 
to determine if an overseas trained health professional has the 
necessary minimum language skills to be admitted under supervi
sion to the clinical setting) .  In this particular case, as the focus of 
the discriminations made in the scale is around a single point of 
minimum competence, the other levels tend to be defined in terms 
of their distance from this point. Most rating scales do not have 
such a single point of reference, and ideally the definition of each 
level should be independent of the ones above and below it on the 
scale. In fact, however, given the continuous nature of the scale, 
wordings frequently involve comparative statements, with one 
level described relative to one or more others-for example, in 
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terms of greater or less control of features of the grammatical sys
tem, or pronunciation, and so on. 

An important aspect of a scale is the way in which performance 
at the top end of the scale is defined. There is frequently an 
unacknowledged problem here. Rating scales often make refer
ence to what are assumed to be the typical performances of native 
speakers or expert users of the language at the top end of the 
scale. That is, it is assumed that the performance of native speak
ers will be fundamentally unlike the performances of non-native 
speakers, who will tend gradually to approximate native speaker 
performance as their own proficiency increases. However, claims 
about the uniformly superior performance of these idealized 
native speakers have rarely been supported empirically. In fact, 
the studies that have been carried out typically show the perfor
mance of native speakers as highly variable, related to educa
tional level, and covering a range of positions on the scale. In spite 
of this, the idealized view of native speaker performance still hov
ers inappropriately at the top of many rating scales. 

The number of levels on a rating scale is also an important mat
ter to consider, although the questions raised here are more a mat
ter of practical utility than of theoretical validity. There is no 
point in proliferating descriptions outside the range of ability of 
interest. Having too few distinctions within the range of such 
ability is also frustrating, and the revision of rating scales often 
involves the creation of more distinctions. 

The failure of rating scales to make distinctions sufficiently fine 
to capture progress being made by students is a frequent problem. 
It arises because the purposes of users of a single assessment 
instrument may be at odds. Teachers have continuous exposure 
to their students' achievements in the normal course of learning. 
In the process, they receive ongoing informal confirmation of 
learner progress which may not be adequately reflected in a cate
gory difference as described by a scale. Imagine handing parents 
who are seeking evidence of their child's growth a measuring stick 
with marks on it only a foot ( 3 0  centimetres) apart, the measure 
not allowing any other distinction to be made. The parents can 
observe the growth of the child: they have independent evidence 
in the comments of relatives, or the fact that the child has grown 
out of a set of clothes. Yet in terms of the measuring stick no 
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growth can be recorded because the child has not passed the 
magic cut-point into the next adjacent category of measurement. 

Teachers restricted to reporting achievement only in terms of 
broad rating scale categories are in a similar position. Most rating 
scales used in public educational settings are imposed by govern
ment authorities for purposes of administrative efficiency and 
financial accountability, for which fine-grained distinctions are 
unnecessary. The scales are used to report the achievements of the 
educational system in terms of changes in the proficiency of large 
numbers of learners over relatively extended periods of time. The 
government needs the 'big picture' of learner (and teacher) 
achievement in order to satisfy itself that its educational budget is 
yielding results. Teachers working with these government
imposed, scale-based reporting mechanisms experience frustra
tions with the lack of fine distinctions on the scale. The 
coarse-grained character of the categories may hardly do justice 
to the teachers' sense of the growth and learning that has been 
achieved in a course. The purposes of the two groups-adminis
trators, who are interested in financial accountability, and teach
ers, who are interested in the learning process may be at odds in 
such a case. 

The wording of rating scales may vary according to the pur
poses for which they are to be used. On the one hand, scales are 
used to guide and constrain the behaviour of raters, and on the 
other, they are used to report the outcome of a rating process to 
score users-teachers, employers, admission authorities, parents, 
and so on. As a result different versions of a rating scale are often 
created for different users. 

Holistic and analytic ratings 
Performances are complex. Judgement of performances involves 
balancing perceptions of a number of different features of the per
formance. In speaking, a person may be fluent, but hard to under
stand; another may be correct, but stilted. Thus rather than 
getting raters to record a single impression of the impact of the 
performance as a whole (holistic rating), an alternative approach 
involves getting raters to provide separate assessments for each of 
a number of aspects of performance. For example, in speaking, 
raters may be asked to provide separate assessments of: fluency, 
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appropriateness, pronunciation, control of formal resources of 
grammar, and vocabulary and the like. This latter approach is 
known as analytic rating, and requires the development of a num
ber of separate rating scales for each aspect assessed. Even where 
analytic rating is carried out, it is usual to combine the scores for 
the separate aspects into a single overall score for reporting pur
poses. This single reporting scale may maintain its analytic orien
tation in that the overall characterization of a level description 
may consist of a weaving together of strands relating to separate 
aspects of performance. 

Rater training 
An important way to improve the quality of rater-mediated 
assessment schemes is to provide initial and ongoing training to 
raters. This usually takes the form of a moderation meeting. At 
such a meeting, individual raters are each initially asked to pro
vide independent ratings for a series of performances at different 
levels. They are then confronted with the differences between the 
ratings they have given and those given by the other raters in the 
group. Discrepancies are noted and are discussed in detail, with 
particular attention being paid to the way in which the level 
descriptors are being interpreted by individual raters. 
Moderation meetings have the function of bringing about broad 
agreement on the relevant interpretation of level descriptors and 
rating categories. 

Even where agreement is reached on the meaning of terms, 
there remain differences between raters. This may be in terms of 
relative severity, or a consistent tendency to see a particular per
formance as narrowly demonstrating or narrowly failing to 
demonstrate achievement at a particular performance level. The 
more extreme cases of rater harshness or leniency will emerge in 
rater training. Usually, the psychological pressure of embarrass
ment over having given ratings out of line with those of others is 
sufficient to get raters to reduce their differences. After an initial 
moderation meeting raters are typically given a further set of 
training performances to rate, and are accredited as raters if these 
ratings show adequate conformity with agreed ratings for the per
formances in question. Ongoing monitoring of rater performance 
is clearly necessary to ensure fairness in the testing process. 
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Conclusion 
In this chapter we have accepted the desirability of rater-mediated 
assessment, and looked at issues in the design of rating proce
dures. We have looked at the construction and use of rating scales 
to guide rater behaviour, and noted the enormous potential for 
variability and hence unfairness in the rating process, associated 
for example with task and rater factors. Rater-mediated assess
ment is complex and in a way ambitious in its goals, and requires 
a sophisticated understanding of the ways in which it can be 
unfair to candidates and ways unfairness can be avoided. 
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Validity: testing the test 

As we have seen, testing is a matter of using data to establish evi
dence of learning. But evidence does not occur concretely in the 
natural state, so to speak, but is an abstract inference. It is a mat
ter of judgement. The question arises as to who makes this judge
ment, and how we can decide how valid the evidence is. The very 
terms judgement and evidence suggest a court of law, and one 
way of making the issues clear is to draw parallels between testing 
and legal procedures. 

In the famous American murder trial of the athlete O.J. 
Simpson, the jury was asked to determine, on the basis of the evi
dence presented, whether the police and prosecutor's claim that 
he had been involved in the murder of his wife and her friend was 
likely to be true ( 'beyond reasonable doubt' ) .  The death of his 
wife and her friend had been witnessed by no-one apart from the 
victims themselves and the killer, so that reconstruction of what 
actually happened had to be done by inference. This was initially 
done by the police investigating the case, who came to the conclu
sion, on the evidence available to them, that the likely killer was 
O.J. Simpson. He was thus charged with murder. In the trial, the 
police procedures and the conclusions they had reached on the 
basis of the evidence were themselves put to the test. In the event, 
the jury decided there was enough doubt to acquit Simpson. In 
criminal procedures such as this, there are thus two stages, each 
involving the consideration of evidence. First, the police make an 
investigation, and on the evidence available to them reach the 
conclusion that a crime has been committed by someone, who is 
then charged. This conclusion is itself then examined, using an 
independent procedure (often a trial with a jury) .  
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These two stages are mirrored in language test development 
and validation. The initial stage is represented by the test itself, in 
which the evidence of test performance is used to reach a conclu
sion about the candidate's ability to handle the demands of the 
criterion situation. (Remember, as we saw in Chapter r ,  we are 
never in a position to observe those subsequent performances 
directly. )  In some tests, matters are sometimes left there; the test 
procedures are not themselves subject to scrutiny, that is, they are 
not validated. Where a lot hinges on the determinations made in a 
language test, for example, where it is used to screen for admis
sion to academic or work settings (such tests are sometimes called 
high stakes tests) ,  measures may similarly be taken to investigate 
the procedures by which test judgements were reached. This 
process is known as test validation. 

The purpose of validation in language testing is to ensure the 
defensibility and fairness of interpretations based on test perfor
mance. It asks, 'On what basis is it proposed that individuals be 
admitted or denied access to the criterion setting being sought? Is 
this a sufficient or fair basis ?' In the case of both legal and assess
ment settings, the focus of investigation is on the procedures used. 
If the procedures are faulty, then conclusions about particular 
individuals are likely to be unsound. The scrutiny of such proce
dures will involve both reasoning and examination of the facts. In 
the legal case, the reasoning may involve legal argumentation, 
and appeals to the common sense, insight, and human under
standing of the jury members, as well as careful examination of 
the evidence. Test validation similarly involves thinking about the 
logic of the test, particularly its design and its intentions, and also 
involves looking at empirical evidence-the hard facts-emerg
ing from data from test trials or operational administrations. If no 
validation procedures are available there is potential for unfair
ness and injustice. This potential is significant in proportion to 
what is at stake. 

There are certain differences between the two contexts. First, 
legal cases usually involve an individual accused; test validation 
looks at the procedures as a whole, for all the candidates affected 
by them. Secondly, in the case of a crime, the picture being formed 
in the minds of the police concerns something that has already 
happened, that is, it is retrospective. This is replicated only in 
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certain kinds of tests, but not in others. We saw in Chapter r that 
we can distinguish tests according to their purpose, and defined one 
such type of test, an achievement test, as retrospective, giving evi
dence on what has been achieved. The inferences from proficiency 
tests on the other hand are predictive or forward looking, as such 
tests typically precede entry to the criterion setting, as in selection, 
screening, and certification tests. As we saw in Chapter r, infer
ences are made from these tests about how a person is likely to 
manage the language and communicative demands of the subse
quent non-test or criterion situation, for example, listening to lec
tures ( in the role of international student), or communicating 
with colleagues or clients (in work-related language assessments) .  

There is also a contrast in the allocation of roles to individuals 
in the two settings. In the legal setting, the arguments for and 
against the charge are presented by different individuals, the pros
ecution and defence lawyers. The persons making the decision 
(the jury or the judge) are independent of either. The person who 
has most at stake-the accused-is directly represented. In the 
test situation, the prosecution, defence, judge, and jury are all the 
same person-the person responsible for the validation research; 
moreover, this is often the test developer, who may be seen as 
having a vested interest in the test surviving the challenge of vali
dation. Of course, validation research may be presented to a 
wider audience of other researchers in the form of conference 
papers or publications in academic journals, in which case it may 
encounter further challenges; this is the function of the discourse 
community of language testing researchers. As test validation 
involves close analysis of test data, it is necessarily technical, and 
its function too easily misunderstood or discounted, particularly 
by those funding the test, who may wish to do without the com
plication and expense of carrying it out. Many public tests with a 
significant burden of responsibility in important decision making 
about individuals have been too little validated as a result. 

The research carried out to validate test procedures can accom
pany test development, and is often done by the test developers 
themselves; that is, it can begin before the test becomes opera
tional. Validation ideally continues through the life of the test, as 
new questions about its validity arise, usually in the context of 
language testing research. 
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In some public discussions of new test procedures, particularly 
those fulfilling a role in public policy, the term validation is some
times used rather differently. lt refers to the process of negotiating 
the acceptability of a new assessment procedure to the stake

holders, that is, those most interested in its introduction. For 
example, if a new testing procedure is being introduced as a mat
ter of government policy, then it may be politically important to 
ensure its acceptability to educators and administrators. In this 
case, the scales and frameworks used in such procedures, or even 
actual sample test materials, may be distributed in draft and 
become the subject of intense discussion of their content and 
wording. This process may result in valuable revisions to the 
materials, but its deeper function is to ensure that nobody is too 
unhappy with the change; the 'validation' is designed to defuse 
opposition. This procedure guarantees the face validity of the test 
(its surface acceptability to those involved in its development or 
use) but no more. 

Threats to test validity 
Why are test validation procedures necessary? Why is face valid
ity not enough? What can threaten the validity-the meaningful
ness, interpretability, and fairness of assessments ( scores, 
ratings ) ?  Let us look at a number of possible problem areas, to do 
with test content (what the test contains; see Chapter 3 ) ,  test 
method (the way in which the candidate is asked to engage with 
the materials and tasks in the test, and how these responses will be 
scored; see also Chapter 3 ) , and test construct ( the underlying 
ability being captured by the test; see Chapter 2 ) .  

Test content 
The issue here is the extent to which the test content forms a satis
factory basis for the inferences to made from test performance. 
We saw in Chapter 3 how content relevance can be established in 
well designed tests. These procedures are used to establish the 
relevance of what candidates are asked to do. Imagine that you 
are working as a flight attendant for an international airline. On 
certain routes passengers may need assistance in their own lan
guage in the course of the flight. The airline has thus decided to 
give bonuses to flight attendants who can demonstrate a given 
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level of proficiency in the languages most frequently spoken by 
passengers on that airline. As such assistance rarely involves read
ing and writing, and is on the whole restricted to a range of 
predictable topics, it would be unreasonable to test potential 
employees on communication tasks not found in that setting, or 
on tasks presented through an inappropriate mode of language 
use (reading, writing) .  On the one hand, even if a potential 
employee could manage such test tasks, it may not be safe to infer 
that the person concerned can communicate adequately on non
tested oral tasks more relevant to the occupational role. And 
vice versa: if the person fails the test tasks, he/she may still be 
fluent orally-this would be so in the case of languages with dif
ferent alphabets or writing systems, particularly where the per
son's acquisition of the language has been through informal 
means. 

The issues arising in such contexts are issues of what is known 
as content-related validity or, more traditionally, content validity. 

The argument for the relevance of test content to the decisions to 
be made about functioning in the criterion situation has led 
to the growth of specific purpose language tests, such as the 
Occupational English Test for health professionals wishing to 
work in Australia. 

Judgements as to the relevance of content are often quite com
plex, and the validation effort is accordingly elaborate. For exam
ple, in a test of ability to read academic texts, does it matter from 
which academic domain the texts are drawn? Should someone 
studying law be asked to read texts drawn from fields such as edu
cation or medicine? In other contexts, we may want to know 
whether performance on a general proficiency test can be used to 
predict performance in particular occupational roles, and vice 
versa. Sometimes, there is pressure from bureaucracies to use tests 
designed for one purpose to make decisions in a very different 
context that had not been envisioned by the original test design
ers. The problem is that the inferences we draw about candidates 
based on a test designed for one purpose are not necessarily valid 
for another unrelated purpose, particularly where test content 
reflects the original test purpose. 
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Test method and test construct 
How are the test-takers required to engage with the test materi
als ? To what extent are arbitrary features of the test method influ
encing the inferences we are reaching about candidates? We saw 
in Chapter 2 the kinds of choices about test method open to test 
designers. We also saw that the most commonly used methods 
involve considerable compromise on the authenticity of the test, 
so that the gap between test performance and performance in the 
criterion may, on the face of it, appear quite wide. What implica
tions does our choice of test method have on the inferences we 
make about candidates? 

One way of  approaching this issue is to ask to what extent the 
method is properly part of the test construct (the underlying abil
ity or trait being measured by the test), or is irrelevant to it. If the 
latter is the case (and it often necessarily is) ,  then we need to inves
tigate the impact of test method on scores, because if the impact is 
large, then it has the potential to obscure our picture of the rele
vant aspects of candidate abilities. This will involve a programme 
of research, for example, by varying the conditions of perfor
mance. Thus, in the case of the note-taking task, we can compare 
scores obtained from comparable groups of subjects under vari
ous conditions of interest and study the resulting impact on 
scores. We can see whether scores are affected when candidates 
are allowed unconstrained vs. constrained note-taking, are 
exposed to shorter versus longer chunks of text at any one time, 
are required to pre-read the questions or not, listen once or more 
than once to the test materials, and so on. 

In the case of speaking and writing, even when test content and 
methods used to elicit a performance seem reasonable, other 
aspects of the testing procedure can jeopardize the meaningful
ness of test inferences. We saw in Chapter 4, for example, that 
rating procedures introduce a host of variables into the assess
ment. Research on rating is part of the validation required for per
formance tests of this type. In general, the more complex the 
context of performance, the more there is to jeopardize the valid
ity of the ratings. This point was well recognized by Lado in the 
1 9 5 0s and 196os (see Chapter 2) ,  and is what made him so wary 
of performance assessment. 
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In general, tests may introduce factors that are irrelevant to the 
aspect of ability being measured (construct irrelevant variance); or 
they may require too little of the candidate (construct under-repre

sentation) .  There may be factors in the test which will cause per
formances to be affected, or to vary in a way which is not relevant 
to the information being sought about candidates' abilities. Thus, 
as we have seen, the knowledge or skill being tested may be 
embedded in a context which is neither within the candidate's 
experience nor relevant to the thing being assessed. In an 
advanced level oral test, candidates may be asked to speak on an 
abstract topic; however, if the topic does not match their interests 
or is one about which they may have little knowledge, the perfor
mance is likely to appear less impressive than when candidates are 
speaking about a more familiar topic at an equivalent level of 
abstraction. In this case, then, a potential problem is that the trait 
being assessed (ability to discuss an abstract topic in the foreign 
language) is confounded with the irrelevant requirement of hav
ing knowledge of a particular topic. 

By contrast, in other cases, the real requirements of the crite
rion may not be fully represented in the test. Take the case of 
foreign medical graduates in the UK or Australia, who face prac
tical clinical examinations where they must take case histories 
from real patients. Examiners frequently complain that the candi
dates' communicative skills are not up to the task, even though 
they will have passed a prior test, and, on this measure, seem to 
have a high degree of language ability. Clearly, something which 
the clinicians feel is important in communication with patients is 
missing from the language test. 

The impact of tests 
In the last decade, a renewed theory of test validation has 
expanded the scope of validation research to include the changes 
that may occur as a consequence of their introduction. Such 
changes (for example in preparation of test candidates) may in 
turn have an impact on what is being measured by the test, in such 
a way that the fairness of inferences about candidates is called 
into question. This area is known as the consequential validity of 
tests. For example, in a school context, an assessment reform 
which changes the emphasis from formal tests to ongoing assess-
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ment of complex projects and assignments may raise issues of 
consequential validity if it turns out that students can be coached 
into performance on the projects, and the opportunities for 
coaching are differentially available to the students being assessed 
(for example, because only some families can afford coaching, or 
because children with more highly educated parents get help from 
their parents ) .  What appears initially to be a test reform may thus 
in the end have the unfortunate and obviously unintended effect 
of reducing our ability to make meaningful distinctions between 
students in terms of the abilities being measured. To the extent 
that such consequences can be foreseen, the test developer is 
bound to anticipate them and investigate their likely effect on the 
validity of test scores. Concerns about consequential validity are 
part of a larger area of research on the impact of assessment pro
cedures on teaching and learning, and more broadly on society as 
a whole. The social context of assessment will be considered in 
detail in Chapter 7 ·  

Conclusion 
In this chapter we have examined the need for questioning the 
bases for inferences about candidate abilities residing in test pro
cedures, and the way in which these inferences may be at risk 
from aspects of test design and test method, or lack of clarity in 
our thinking about what we are measuring. Efforts to establish 
the validity of tests have generated much of what constitutes the 
field of language testing research. Such research involves two pri
mary techniques: speculation and empiricism. Speculation here 
refers to reasoning and logical analysis about the nature of lan
guage and language use, and of the nature of performance, of the 
type that we outlined in Chapter 2. Empiricism means subjecting 
such theorizing and specific implications of particular testing 
practices to examination in the light of data from test trials and 
operational test administrations. Thus, as an outcome of the test 
development cycle, language testing research involves the forma
tion of hypotheses about the nature of language ability, and 
putting such hypotheses to the test. In this way, language testing 
is rescued from being a merely technical activity and constitutes 
a site for research activity of a fundamental nature in applied 
linguistics. 
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6 
Measurement 

Introduction 
Assessment usually involves allocating a score, an attractively 
simple number. Gertrude Stein tells us that 'A rose is a rose is a 
rose', but measurement people (in their unimaginative way) tell 
us that a score is not a score is not a score: scores can be deceptive. 
For example, when different raters give the same score, do they 
mean the same thing? In tests with several parts and multiple 
items, how consistent are score patterns across different parts of a 
test? Can we add scores from the different parts, or across tests of 
different sub-skills, or are they measuring such different things 
that they are incommensurable, cannot be talked about in the 
same breath? What do the scores on a test tell us about its quality, 
and its suitability for its intended purpose? These are questions 
addressed by measurement, the theoretical and empirical analysis 
of scores and score meaning. 

Often, when people think (if they do) about testing, they per
ceive it as a dauntingly technical field, and it is often the measure
ment aspect of the field that puts people off. 'Means', 'percentiles', 
'standard deviations', statistics-these inspire a lack of confi
dence that one could ever (or indeed would ever want to) engage 
successfully with testing as an area of knowledge and expertise. 
Yet, curiously, concepts from the field of measurement can be 
found frequently in everyday conversation: 'She is of above aver
age intelligence.' 'He topped his class.' 'It's like saying that these 
apples are not very good oranges.' 'He's a not a reliable judge.' It 
is not so much then, that people are not interested in the questions 
that measurement asks, as that they are daunted by the way it 
goes about answering them, by its procedures and language. The 

M EA S U RE M E N T  5 5  



aim of this chapter is to give a brief introduction to a small selec
tion of measurement concepts and procedures commonly used in 
language assessment, and in particular to make the reader feel 
that they are accessible and worth understanding. 

Measurement 
Measurement investigates the quality of the process of assessment 
by looking at scores. Two main steps are involved: 

r Quantification, that is, the assigning of numbers or scores to 
various outcomes of assessment. The set of scores available for 
analysis when data are gathered from a number of test-takers is 
known as a data matrix. 

2 Checking for various kinds of mathematical and statistical pat
terning within the matrix in order to investigate the extent to 
which necessary properties (for example, consistency of per
formance by candidates, or by judges) are present in the assess
ment. 

The aim of these procedures is to achieve quality control, that is, 
to improve the meaningfulness and fairness of the conclusions 
reached about individual candidates (the validity of the test) .  
Measurement procedures have no rationale other than to under
pin validity. 

Quality control for raters 
As an example of what measurement expertise can contribute to 
our understanding of language tests, aml our ability to develop 
fair and meaningful tests, we will look at the question of quality 
control procedures for raters. To what extent is there agreement 
between raters, and where there is disagreement, what can be 
done about it? 

As investigation of rater agreement depends on the comparison 
of ratings, the first step involves careful data collection. A rating 
design is prepared in which raters are asked to carry out a number 
of ratings, with overlap between raters so that they each indepen
dently rate the same performances. In this way the ratings of one 
rater can be compared with the ratings of others. 

Imagine a rating system (suggestive of the fiction of Franz 
Kafka) in which the ratings which candidates get depend not at all 

5 6  S URVEY 



on the quality of their performances, but entirely on the whim of 
the rater. Occasionally, the rating would (by chance) be fair, but 
mostly it would not, and one would never know which rating 
accidentally reflected the candidate's ability, and which did not. 
The ratings would be entirely unreliable. Looked at mathemati
cally, the ratings of one rater for a set of performances would bear 
little relationship to those of another, and would not be pre
dictable from them. The reason for this is that the only thing caus
ing differences in scores is the whim of individual raters, not the 
quality of the performance, to which the rater is indifferent. 

Imagine the opposite (and equally fanciful) case of the ideal rat
ing system. In this case, the only thing driving the ratings is the 
quality of the performance, so it shouldn't matter who the judge 
is, as he/she will recognize that quality and allocate the perfor
mance to the appropriate rating category accordingly. Looked at 
mathematically, in such a situation the ratings of any individual 
rater for a set of performances would be perfectly predictable 
from knowledge of the ratings given to those performances by 
another rater; they would be identical. If I wanted to know how 
candidate Laura fared with Rater B, I need only find out how she 
fared with Rater A and I would know. 

In reality, the situation will lie somewhere between these two 
extremes. But exactly where? How much dependable information 
on the quality of performances do scores from a rater contain, 
and how much do they reflect the whim of that rater? Measurement 
methods can help us tackle this question very precisely. They can 
do so because they can draw on mathematical methods for 
exploring the extent to which one set of measures is predictable 
from another set for the same class of individuals or objects. 

Such mathematical methods for establishing predictable 
numerical relations of this kind originated in the rather prosaic 
field of agriculture, in order to explore the predictive relationship 
between varying amounts of fertilizer and associated crop yields. 
But the methods apply equally well to human beings, for example, 
in working out the extent to which the weight of a set of adult males 
of a given age group is predictable from their height. A set of 
statistics or single summary figures has been developed to capture 
any such predictive relationship. One of these, the correlation coef

ficient r, is frequently used in language assessment. It expresses 
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the extent to which one score set is knowable from another, and 
uses a scale from o (no correspondence between the score sets at 
all, as in the Kafkaesque situation) to I (perfect correspondence, 
as in the ideal rating system) . When used to express the extent of 
predictability of ratings between raters, and hence inter-rater 
agreement, this coefficient is called a reliability coefficient and 
expresses inter-rater reliability. Let us say we calculate this coeffi
cient for each pairing of raters who are taking part in the rating 
scheme, and come up with some figures on the o to I scale. How 
are we to interpret these figures? And what level of reliability as 
expressed by the statistic should we be demanding of these raters? 

Benchmarks for minimum acceptable inter-rater agreement 
range from o. 7 to 0.9 on this scale, depending on what is at stake, 
and what other information about candidates we may have (for 
example, their scores on other parts of the test } .  0.7 represents a 
rock-bottom minimum of acceptable agreement between raters: 
this value can be understood as representing about s o% agree
ment and s o% disagreement between a pair of raters-hardly 
impressive. 0.9 is a much more satisfactory level (representing 
about 8o% agreement, 20% disagreement overall) ;  but achieving 
this level among raters may involve careful attention to the clear 
wording of criteria and rigorous training of raters in their inter
pretation. 

Obviously, it is useful to have a commonly understood scale for 
expressing the degree of rater agreement in this way. It allows for 
ready communication about the extent to which one can depend 
on ratings from any assessment scheme involving raters, and to 
set standards. It also allows you to study the impact of rater train
ing in improving rater reliability, to identify individual raters 
whose ratings are inconsistent with those of others, to provide 
certification for consistent raters, and to have confidence, once 
overall levels of agreement are high, in the workability of the rat
ing scheme. 

Correlation coefficients are not the only means of studying 
agreement between raters. When a single classification decision is 
to be made, a classification analysis can be carried out. This is a 
very simple procedure which can easily be done by hand. Imagine 
two raters (A and B) each of whom independently rates a set of 
performances from 3 0  candidates. They are required to say 
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whether the performance demonstrates a required level of compe
tence, or otherwise. A table is drawn up, setting out the rating cat
egories ( 'Competent'/'Not Competent' )  available to each rater, 
and the frequency of agreement and disagreement between the 
raters, as in Figure 6. I 

Rater A 

Competent Not competent 

Competent 1 1 1 1 1 1 1 1 1 1 1 1 1  I l l  
[ = 13 ]  [ = 3]  

Rater B 
Not competent I I  I I  1 1 1 1 1 1 1 1 1 1  

[ = 4] [ = 10] 

F 1 G u R E 6. I Classification analysis for two raters 

The pairs of ratings for each candidate's performance are con
sidered in turn. Where there is agreement that the performance 
demonstrates competence, a mark is made in the upper left hand 
cell in the table; where the raters agree that the performance fails 
to demonstrate competence, a mark is made in the lower right 
cell. The cases of disagreement are similarly noted. The number of 
marks in each cell is then totalled. In this case, the raters agreed 
about 23 of the 3 0  performances, and disagreed about 7· We can 
then report this as percentage agreement: 23/3 0  = 77%. 

Where more than two classification categories are available, 
the above kind of information on frequency of misclassification 
can be complemented by information on how far apart the raters 
were in particular instances-one level apart, two levels apart, 
and so on. This information can be used in rater training, rater 
certification, and research, as with the inter-rater reliability coef
ficients discussed above. 

There are a range of further and more complex statistical 
analyses procedures for the investigation of ratings which we 
need not go into here: they can be taken as more elaborate varia
tions on the same basic themes. 

Investigating the properties of individual test items 
While investigating rater characteristics is important in guarantee
ing the meaningfulness and fairness of assessment in performance 
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tests, other kinds of quality control procedures are necessary in 
paper-and-pencil tests (for this distinction, see Chapter r; for item 
formats, see Chapter 4 ) .  In tests with a number of individual objec
tively scored test items, for example, in tests of language compre
hension, or tests of knowledge of individual points of grammar or 
vocabulary, it is usual to carry out a procedure known as item 

analysis. This procedure involves the careful analysis of score pat
terns on each of the test items. The analysis tells us how well each 
item is working, that is, the contribution it is making to the overall 
picture of candidates' ability emerging from the test. 

Item analysis is a normal part of test development. Before a test 
is introduced in its final format, a pilot version of the test is devel
oped. This will contain a number of draft items (many more than 
are needed, so that only the best ones will survive the piloting) ,  
possibly in a variety of  item formats of  interest. This version is  
then taken by a group of  individuals with the same learner profile 
as the ultimate test-takers ( the number has to be sufficiently large 
for analyses of patterns of responses to items to be possible) .  This 
stage of test development is known as trialling or trying out. The 
effectiveness of items (and hence of formats) is evaluated using 
the item analysis procedures described later in this chapter, and 
the test revised before the operational version of the test (the ver
sion that will actually be used in test administrations with candi
dates) is finalized. 

Item analysis usually provides two kinds of information on 
items: 

item facility, which helps us decide if test items are at the right 
level for the target group, and 

item discrimination, which allows us to see if individual items 
are providing information on candidates' abilities consistent 
with that provided by the other items on the test. 

Item facility expresses the proportion of the people taking the test 
who got a given item right. ( Item difficulty is sometimes used to 
express similar information, in this case the proportion who got 
an item wrong. )  Where the test purpose is to make distinctions 
between candidates, to spread them out in terms of their perfor
mance on the test, the items should be neither too easy nor too dif
ficult. If the items are too easy, then people with differing levels of 
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ability or knowledge will all get them right, and the differences in 
ability or knowledge will not be revealed by the item. Similarly, if 
the items are too hard, then able and less able candidates alike 
will get them wrong, and the item won't help us in distinguishing 
between them. Item facility is expressed on a scale from o (no-one 
got the item right) to r (everybody got it right); for example, an 
item facility of 0. 3 7  means that 3 7% of those who took the item 
got it right. Ideal item facility is o. 5 but of course it is hard to hit 
this target exactly, and a range of item facilities from o .  3 3 to o.67 
is usually accepted. Even though, as we have seen, items that are 
very easy (items with high item facility) don't distinguish between 
candidates, it may be useful to include some at the beginning of a 
test in order to ease candidates into the test and to allow them a 
chance to get over their nerves. It may also be worth including a 
few rather hard items near the end of the test in order to distin
guish between the most able candidates, if that information is rel
evant, for example in deciding who shall get prizes in a 
competitive examination. 

Analysis of item discrimination addresses a different target: con
sistency of performance by candidates across items. The usual 
method for calculating item discrimination involves comparing 
performance on each item by different groups of test-takers: those 
who have done well on the test overall, and those who have done 

relatively poorly. For example, as items get harder, we would 
expect those who do best on the test overall to be the ones who in 
the main get them right. Poor item discrimination indices are a 
signal that an item deserves revision. 

If there are a lot of items with problems of discrimination, the 
information coming out of the test is confusing, as it means that 
some items are suggesting certain candidates are relatively better, 
while others are indicating that other individuals are better; no 
clear picture of the candidates' abilities emerges from the test. 
(The scores, in other words, are misleading, and not reliable indi
cators of the underlying abilities of the candidates. )  Such a test 
will need considerable revision. The overall capacity of a multi
item test such as a comprehension test or a test of grammar or 
vocabulary to define levels of knowledge or ability among candi
dates consistently is referred to as the reliability of the test. As with 
the rater-mediated assessment indices discussed above, a statisti-
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cal index known as a reliability coefficient is available to express 
on a scale of o to r the extent to which the test overall is succeed
ing in these terms. This index is broadly interpretable in the same 
way as the inter-rater reliability indices discussed above. We nor
mally look for reliabilities on comprehension tests, or on tests of 
grammar or vocabulary, of 0.9 or better. A reliability of 0.9 

means that scores on the test are providing about 8o% reliable 
information on candidates' abilities, with about 20% attributable 
to randomness or error. 

Norm-referenced and criterion-referenced measurement 
Approaches to testing can be defined in terms of the broad 
measurement assumptions they make. Two approaches are particu
larly relevant within language testing: norm-referenced and 
criterion-referenced measurement. 

Norm-referenced measurement adopts a framework of compari
son between individuals for understanding the significance of any 
single score. Each score is seen in the light of other scores, partic
ularly in terms of its frequency (how often such a score typically 
occurs in a much larger group of test-takers ) .  In daily life we oper
ate with an idea of typical frequencies of occurrence for particular 
values of height, weight, and so on. For example, you will hear 
people saying 'That little girl is tall for her age' or 'He's rather 

overweight' or 'She's average looking. '  We have internalized a 
sense of how often we will see young men of a range of heights. 
Men of average height are so common as to be unremarkable; 
exceptionally tall men-for example, athletes in sports where 
height may be an advantage are often the subject of comment. 
The typical distribution of height in this population of young men 
is well recognized, for example, by shopkeepers selling men's 
clothing, who will keep abundant stock of trousers with the most 
common leg measurements, but far fewer items of unusual size 
which would fit basketball champions or jockeys. 

If we carefully measured the height of a large number of sub
jects from the population of interest, we could keep count of how 
frequently measurement within given ranges of height occurred. 
In other words, we could develop information on the distribution 
of these frequencies of occurrences of heights across the men we 
had measured. Statisticians interested in measurement have done 
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just this for a number of biological attributes, and it turns out that 
the distribution in each case is broadly similar. Statisticians have 
attempted to capture these typical frequencies in an idealized for
mat known as the normal distribution. The highest frequencies 
occur near the average (or mean) ,  and known proportions occur 
at given distances either side of the mean, thus giving the curve of 
the distribution its well-known bell shape (cf. Figure 6.2) .  The 
mathematical character of the normal distribution has been 
intensively studied for decades, and has predictable properties 
which can then be applied in measurement. 

F I GURE 6.2 The bell curve of the normal distribution 

Norm-referenced approaches to measurement assume that test 

scores will be like height or other biological measures, that is, nor
mally distributed across the population of interest. Most scores 
will be around the average, and the further away from the average 
a score is, the more unusual it is likely to be. Thus, in norm-refer
enced measurement, an individual performance is evaluated not 
in terms of its quality compared with some criterion performance 
('Did it meet what was required?' )  but in terms of its typicality for 
the population in question ( 'How good was it compared with the 
performances of others? ' ) .  

Norm-referenced measurement has several advantages. In con
texts where this is appropriate it allows for distinct levels of per
formance to be defined, and allows for distinctions between 
individual performances to be made. In addition, the procedures 
for investigating the reliability and aspects of the validity of 
norm-referenced scores are well established and well known. 
However, from an educational point of view its dependence on 
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comparisons across a population has been seen as being inappro
priately competitive, and discouraging for the 'average' student. 

An alternative approach which does not use a comparison 
between individuals as its frame of reference is known as criterion

referenced measurement. Here, individual performances are eval
uated against a verbal description of a satisfactory performance 
at a given level. In this way, a series of performance goals can be 
set for individual learners and they can reach these at their own 
rate. In this way, motivation is maintained, and the striving is for 
a 'personal best' rather than against other learners. Of course, 
even here comparison may creep in, as learners will compare the 
levels they and others have reached. Raters, too, will inevitably 
have in their heads a reference map of the range of achievement 
they have come to expect as teachers or raters, and locate the cur
rent performance accordingly. Nevertheless, in principle it is use
ful to distinguish the two broad approaches to assessment. 
Because criterion-referenced measurement involves evaluation of 
performance against descriptors, it typically involves judgement 
as to how a performance should be classified. Thus, measurement 
procedures used in criterion referenced approaches will include 
the indices of the quality of raters ( inter-rater reliability indices, 
classification analysis, and so on) presented earlier in this chapter. 
Norm-referenced approaches require a score distribution, whose 
frequencies can be modelled in terms of the expected frequencies 
of the normal distribution. A score distribution implies the exis
tence of a range of possible scores. Language tests which involve 
multiple items (and hence a range of possible total scores) gener
ate such distributions, and so norm-referenced approaches are 
more typically associated with comprehension tests, or tests of 
grammar and vocabulary. 

New approaches to measurement 
New measurement approaches continually emerge. The most sig
nificant of them is known by the general name of Item Response 

Theory ( IRT) . IRT represents a new approach to item analysis (see 
earlier discussion) .  This, on the face of it, unexciting characteris
tic has important practical implications. It greatly facilitates the 
formerly very difficult business of test equating (producing tests of 
equivalent difficulty) .  It also permits test linking, that is, using 
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tests of differing but known relative difficulty to measure the 
growth of individuals over time. IRT also makes possible the 
development of computer adaptive tests, a form of computer
delivered test to be discussed in detail in Chapter 8 .  IRT has also 
made great strides in the analysis of data from performance 
assessments, particularly through the branch of IRT known as 
Rasch measurement. Readers wishing to learn more about these 
new developments are referred to the suggestions for further 
reading in Section 3 (References ) .  

Conclusion 
In this chapter we have considered a number of ways in which 
concepts and practices from the field of educational measurement 
or psychometrics have had an impact on the area of language 
assessment. We distinguished different approaches to measure
ment, with different sets of assumptions, and some of the most 
common techniques associated with each for investigating the 
quality of language tests. We also drew attention to the new 
developments taking place in the field. 

It has been argued recently that too obsessive a concern with 
measurement considerations can have a destructive effect educa
tionally. For example, the move away from multiple-choice items 
in favour of assessment of integrated performances is in line with 
communicative approaches to language teaching and arguably 
therefore likely to have a beneficial impact on the curriculum and 
on classroom practice. But it is also more difficult to achieve 
acceptable levels of reliability in rater-mediated assessment than 
it is on multi-item multiple choice tests. Which consideration
validity or reliability-should predominate in such a case? This 
brings up one of the central issues in testing, namely that one 
might test what is readily testable rather than what needs to be 
tested to provide a proper assessment of language ability. And the 
question of what counts as proper assessment involves a consid
eration of the social and educational responsibility of language 
assessment. These are matters to be taken up in the following 
chapter. 





The social character of 

language tests 

Introduction 
At a moment of dramatic intensity in the theatre, the glare of a 
single spotlight can isolate an individual actor from his or her sur
roundings. The spotlight focuses the spectator's attention on the 
psychological state of the character being portrayed. Temporarily 
at least, the surroundings, including other actors present, are 
rendered invisible for the audience. Until fairly recently, thinking 
about language assessment was like this. It focused exclusively 
on the skills and abilities of the individual being assessed. 
Educational assessment has traditionally drawn its concepts and 
procedures primarily from the field of psychology, and more 
specifically from the branch of psychology known as psychomet
rics, that is, the measurement of individual cognitive abilities. But 
what does the bright spotlight of this individualizing perspective 
exclude? What lies behind, around? Imagine the spotlight going 
off to be replaced by normal stage lighting: the other actors on the 
stage are revealed. Now imagine the performance continuing, but 
the house lights coming up, so that the audience is revealed. 
Imagine finally the side curtains being pulled back and the stage 
set removed to expose all the personnel working behind the 
scenes. The individual performance is now exposed as forming 
part of a larger collective activity, one which is deliberate, con
structed for a particular purpose. It involve the efforts of many 
others in addition to the individual whose performance is 'in the 
spotlight'. 

This chapter presents a perspective on assessment which focuses 
on the larger framing and social meaning of assessment. Such 
a perspective has drawn on diverse fields including sociology, 
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political and cultural theory, and discourse analysis for its ana
lytic tools and concepts, together with an expanded notion of test 
validity. 

The institutional character of assessment 
The individualized and individualizing focus of traditional 
approaches described so far is really rather surprising when we 
consider the inherently institutional character of assessment. 
When test reforms are introduced within the educational system, 
they are likely to figure prominently in the press and become 
matters of public concern. This is because they impinge directly 
on people's lives. When an assessment is made, it is not done by 
someone acting in a private capacity, motivated by personal 
curiosity about the other individual, but in an institutional role, 
and serving institutional purposes. These will typically involve 
the fulfilment of policy objectives in education and other areas of 
social policy. And social practice raises questions of social 
responsibility. 

Assessment and social policy 
Language tests have a long history of use as instruments of social 
and cultural exclusion. One of the earliest recorded instances is 
the shibboleth test, mentioned in the Old Testament. Following a 
decisive military battle between two neighbouring ethnic groups, 
members of the vanquished group attempted to escape by blend
ing in with their culturally and linguistically very similar victors. 
The two groups spoke varieties of a single language aml it was 

typically possible to distinguish between speakers of either vari
ety by the way they pronounced words beginning with a sibilant 
sound. The victors pronounced such words with an [sh] sound, 
the vanquished with the sound [s] .  So the word 'shibboleth' 
(meaning according to some authorities 'an ear of wheat', others 
'a stream') was used as a single item language test by the victori
ous group in order to detect the enemy in their midst. Individuals 
suspected of being members of the vanquished were asked to say 
this word, and if they pronounced it 'sibboleth', they failed the 
test. In this case, failure was fatal since the test-takers were imme
diately put to death. Poor performance on a test may have serious 
consequences, though fortunately not usually as dire as this. 

68 S U RVEY 



Notice that the test here is a test of authenticity of identity, 
rather than of proficiency; a single instance is enough to betray 
the identity which the test aims to detect. A more recent instance 
of a detection test is the proposal in the 19 6os, but never imple
mented, for a language test to be used by the Royal Canadian 
Mounted Police to exclude homosexual recruits. Word lists 
which included some items of homosexual slang (words such as 
camp, cruise, fruit, and trade) would be presented to recruits, and 
the sweatiness of their palms (a sign of nervousness) would be 
measured electrically. It was assumed that only homosexuals 
familiar with the subculture in which these terms were used, with 
secondary slang meanings, would recognize and respond to the 
ambiguity of the terms. They would become nervous, sweat, and 
be detected. In this test, a perfect score was zero ! 

More conventional proficiency tests have also been used for 
purposes of exclusion. Prior to the Second World War the 
Australian Government used a language test as part of their pol
icy to exclude immigrants other than those coming from the 
British Isles. Those applying to immigrate could be administered 
a dictation test in any language selected by the immigration offi
cer. If the person passed the test in English, then any one of a 
range of other languages could be used until the candidate failed. 
In one notorious case, a Hungarian Jewish refugee from Hitler's 

persecutions applied for immigrant status. He was a polyglot and 
passed the test in a number of languages before finally failing in 
Gaelic, thereby being refused entry and thus facing a tragic fate in 
Europe. The blatancy of such a practice is not readily replicated 
elsewhere, but it illustrates the possibility that language tests can 
form part of a politically and morally objectionable policy. 

Assessment and educational policy 
Assessment serves policy functions in educational contexts, too. 
One example is in the area of vocational education and training 
for adults. Most industrialized countries have, in recent years, 
responded to the need for the upgrading of the workforce in the 
face of rapid technological change by developing more flexible 
policies for the recognition and certification of specific work
related skills, each of which may be termed a competency. National 
competency frameworks, consisting of an ordered series of 'can 
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do' statements describing levels of performance on relevant job
related tasks, have been adopted. Language and literacy compe
tency frameworks have been developed as part of these policies. 

In international education, tests are used to control access to 
educational opportunities. Typically, international students need 
to meet a standard on a test of language for academic purposes 
before they are admitted to the university of their choice. Is this 
reasonable? Should access to educational opportunity be restricted 
on the basis of a language test? If it is agreed that some assessment 
of language ability is reasonable in this context, then questions 
arise regarding the level of proficiency to be required, and how 
this should be determined. Further, should the assessment of lan
guage proficiency be carried out within the context of perfor
mance on typical academic tasks? But then, does this not mean 
that those who have had some experience of such tasks have the 
advantage over those who do not? If this is so, then one might 
question the fairness of such tasks as instruments for the testing of 
language ability. One can also raise the question of how native 
speakers might perform on such integrated tasks, and why, given 
that they are admitted to the same courses of study, they should 
not also be required to subject themselves to assessment. 

The social responsibility of the language tester 
The policies and practices discussed in the preceding two sections 
throw up a host of questions about fairness, and about the policy 
issues surrounding testing practice. They also raise the question 
of the responsibilities of language testers. Recently, serious atten
tion has been given to these issues for the first time, an overdue 
development, one might say, given the essentially institutional 
character of testing. 

Imagine the following situation involving the use of language 
tests within immigration policy. You live in an English-speaking 
country which accepts substantial numbers of new settlers each 
year. The current immigration policy distinguishes between cate
gories of intending settlers. The claims of refugees are privileged 
in various ways, as are those of family members of local citizens 
(settled immigrants have the right to apply to bring into the coun
try parents who are living in the country of origin) .  English lan
guage proficiency and knowledge of local cultural practices have 
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not been a criterion in selection in such cases. A further category of 
individuals with no prior connection to the country, and who are 
not refugees, may also apply for immigration; but the selection 
process for them is much tougher-approximately only one in ten 
who apply is granted permission to settle. Selection criteria for this 
category of applicants include educational level, type of work 
expertise, age, and proficiency in English, among other things. 
English language proficiency is currently assessed informally by an 
immigration officer at the time of interview. The immigration 
authorities approach you to be part of a team commissioned with 
the development of a specific test for the purpose of more accu
rately determining the proficiency of intending immigrants in this 
category. What ethical issues do you face? 

On the one hand, the advent of the new test might appear to 
promote fairness. Obviously, as judgements in the current infor
mal procedures are not made by trained language evaluators, and 
no quality control procedures are in place, there are inconsisten
cies in standards, and hence unfairness to individuals. A carefully 
constructed test, both more relevant in its content, and more reli
able in its decisions, appears on the face of it to be fairer for the 
majority. On the other hand, the introduction of such an instru
ment raises worrying possibilities. Might not the authorities, once 
it is in place, be tempted to use it on previously exempt categories, 

for example refugees or family members ? Who will be in charge 
of interpreting scores on the test? Who will set cut-scores for 
'passing' and 'failing'? In response to your inquiries on this point, 
you are informed that cut-scores will vary according to the 
requirements of immigration policy, higher when there is political 
pressure to restrict immigration numbers, lower when there is a 
labour shortage and immigrant numbers are set to rise. The polit
ical nature of the test is revealed by such facts-where does that 
leave you as a socially responsible test developer? Should you 
refuse to get involved? 

Such cases raise issues of the ethics of language testing practice, 
which are becoming a matter of considerable current debate. We 
can distinguish two views, both of which acknowledge the social 
and political role of tests. One holds that language testing practice 
can be made ethical, and stresses the individual responsibility of 
testers to ensure that they are. The other sees tests as essentially 
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sociopolitical constructs, which, since they are designed as instru
ments of power and control, must therefore be subjected to the 
same kind of critique as are all other political structures in society. 
We may refer to the first view as ethical language testing; the latter 
is usually termed critical language testing. 

Ethical language testing 
Those who argue that language testing can be an ethical activity 
take either a broader or more restricted view of the ethics of 
testing. We can call the former the social responsibility view, the 
latter the traditional view. 

Those who advocate the position of socially responsible lan
guage testing reject the view that language testing is merely a 
scientific and technical activity. They appeal to recent develop
ments in thinking about validity, especially to the notion of con
sequential validity. In general, this means that evaluation of a 
test's validity needs to take into account the wanted and 
unwanted consequences that follow from the introduction of the 
test. Some take the view that consequential validity, like validity 
of other kinds (as discussed in Chapter 5 ), is the responsibility of 
the test developer and needs to be taken into account, not only by 
anticipating possible consequences in test design, but also by 
monitoring its effects in implementation. 

Generally, this expanded sense of responsibility sees ethical 
testing practice as involving test developers in taking responsibil
ity for the effects of tests. There are three main areas of concern 
here. One of these is accountability. This has to do with a sense of 
responsibility to the people most immediately affected by the test, 
principally the test-takers, but also those who will use the infor
mation it provides. The test (and hence the test developer) need to 
be accountable to them. A second area relates to the influence that 
testing has on teaching, the so-called washback effect. The third 
involves a consideration of the effect of a test beyond the class
room, the ripples or waves it makes in the wider educational and 
social world: what we can call the test impact. 

Accountability 
Ethical testing practice is seen as involving making tests account
able to test-takers. Test developers are typically more preoccupied 
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with satisfying the demands of those commissioning the test, and 
with their own work of creating a workable test. Test-takers are 
seldom represented on test development committees which super
vise the work of test development, and represent the interests of 
stakeholders. Minimally, accountability would require test devel
opers to provide test-takers with complete information on what is 
expected of them in the test. Such information is often provided in 
the form of a test users' handbook or manual, which provides 
information on the rationale for the test and its structure, general 
information on its content and the format of items, and sample 
items. 

More substantially, test developers should be required to 
demonstrate that the test content and format are relevant to can
didates, and that the testing practice is accountable to their needs 
and interests. Too often, traditional testing procedures and for
mats may be preferred even in situations where they are no longer 
relevant. For example, British examinations originally developed 
for the British secondary school system are still used in Africa, 
despite the inappropriateness of their content and format. 

An aspect of accountability is the question of determining the 
norms of language behaviour which will act as a reference point 
in the assessment. This will include issues such as the appropriate 
variety of the language to be tested. In an era where no single vari

ety of English constitutes a norm everywhere, the question arises 
of how much of the variation among English speakers it is appro
priate to include in a test. 

Consider, for example, the TOEFL test, used primarily for selec
tion of international students to universities in the United States. 
Given the diversity of varieties of English, both native and non
native, typically encountered in the academic environment there, 
it might be argued that it is responsible to include examples of 
those varieties in the test rather than to include only samples of 
the standard variety. 

Washback 
The power of tests in determining the life chances of individuals 
and in influencing the reputation of teachers and schools means 
that they can have a strong influence on the curriculum. The effect 
of tests on teaching and learning is known as test washback. 
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Ethical language testing practice, it is felt, should work to ensure 
positive wash back from tests. 

For example, it is sometimes argued that performance assess
ments have better washback than multiple choice test formats or 
other individual item formats, such as doze, which focus on 
isolated elements of knowledge or skill. As performance assess
ments required integration of knowledge and skills in perfor
mance on realistic tasks, preparation for such assessments will 
presumably encourage teachers and students to spend time 
engaged in performance of such tasks as part of the teaching. In 
contrast, multiple choice format item tests of knowledge of gram
mar or vocabulary may inhibit communicative approaches to 
learning and teaching. 

Authorities responsible for assessment sometimes use assessment 
reform to drive curriculum reform, believing that the assessment 
can be designed to have positive washback on the curriculum. 
However, research both on the presumed negative washback of 
conservative test formats, and on the presumed positive wash
back of communicative assessment (assumed to be more progres
sive) has shown that washback is often rather unpredictable. 
Whether or not the desired effect is achieved will depend on local 
conditions in classrooms, the established traditions of teaching, 
the immediate motivation of learners, and the frequently unpre

dictable ways in which classroom interactions develop. These can 
only be esLablisheu after the event, posr hoc, on the basis of infor
mation collected once the reform has been introduced. 

Test impact 
Tests can also have effects beyond the classroom. The wider effect 
of tests on the community as a whole, including the school, is 
referred to as test impact. For example, the existence of tests such 
as TOEFL, used as gatekeeping mechanisms for international edu
cation, and administered to huge numbers of candidates all over 
the world, has effects beyond the classroom, in terms of educa
tional policy and the allocation of resources to education. In cer
tain areas of the world, university selection is based directly on 
performance in the assessments of the senior year of high school. 
This has often led to the existence of tightly controlled formal 
examinations, partly in order to make what tended to become a 
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very competitive assessment as psychometrically reliable as possi
ble. However, in an era where most students are completing a 
secondary education, such an assessment no longer meets the 
needs of the majority of students. A curriculum and assessment 
reform in favour of continuous assessment and the completion of 
projects and assignments in such a case would have widespread 
impact on families, universities, employers, and employment and 
welfare services. In fact, in one such case, part of the impact of the 
reform was to open the door to abuses of the assessment process 
by wealthy families, who could afford to hire private tutors to 
coach their children through the projects they had to complete in 
order to gain the scores they needed to enter the university of their 
choice. Test impact is likely to be complex and unpredictable. 

Codes of professional ethics for language testers 
In contrast to those advocating the direct social responsibility of 
the tester, a more traditional approach involves limiting the social 
responsibility of language testers to questions of the professional 
ethics of their practice. In this view, the approach to the ethics of 
language testing practice should be the same as that taken within 
other areas of professional practice, such as medicine or law. 
Professional bodies of language testers should formulate codes of 
practice which will guide language testers in their work. The 

emphasis is on good professional practice: that is, language 
testers should in general rake responsibiliLy for Lhe development 
of quality language tests. The larger questions of the politics of 
language testing fall not so much within the domain of the ethics 
of language testing practice as such; instead they represent the 
ethical questions that all citizens must face-for example, on 
issues such as capital punishment, abortion and the like. 

Those taking this view understand consequential validity as 
concerning consequential impediments to the interpretability of 
test scores. For example, in the case of the notorious Australian 
dictation test discussed earlier, test developers were presumably 
aware of the uses to which the test was to be put. But instead of 
arguing that language testers have an ethical responsibility to 
object to the policy behind the test in such a case, it may be suffi
cient (and arguably more effective) to oppose the test on the basis 
of professional validity arguments. What is wrong with this test is 
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that there was only one acceptable inference possible from the 
test: that the test-taker was unsuitable for acceptance into 
Australia. Proficiency in the range of languages tested was not rel
evant to the question of the person's suitability for settlement in 
Australia. The problem with the test, in this view, is that the test 
construct is not meaningful or interpretable in this context. It is 
not a valid test. The fact that it constitutes an offence against 
social justice thus does not need to be addressed directly; rather, 
the test is found wanting within an expanded theory of validity, 
that is, one which includes consequential validity. 

Critical language testing 
A much more radical view of the social and political role of tests 
is being formulated as part of the developing area known as critical 
applied linguistics. This applies current social theory and critical 
theory to issues within applied linguistics generally. Language test
ing, as a quintessentially institutional activity, is facing increasing 
scrutiny from this perspective. The basic tenets of such a view are 
that the principles and practices that have become established as 
common sense or common knowledge are actually ideologically 
loaded to favour those in power, and so need to be exposed as an 
imposition on the powerless. In this view, there would be little 
point in tinkering with existing institutional constructs, working 

within the framework they determine. What is needed is a radical 
reconstruction which changes the whole ideological foundations. 
In this perspective the very concept of testing, of language or 
anything else, gets redefined in socio-political terms. Critical 
language testing is best understood as an intellectual project to 
expose the role of tests in this exercise of power. For example, the 
existence of language testing on a huge international scale-what 
some have called industrialized language testing-is ripe for 
critical analysis. There are hundreds of thousands of individual 
administrations of the TOEFL test in any year, in a huge number 
of countries; what are we to make of this phenomenon in critical 
terms ? 

From the perspective of critical language testing, the emphasis 
in ethical language testing on the individual responsibility of the 
language tester is misguided because it presupposes that this 
would operate within the established institution of testing, and so 
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essentially accept the status quo and concede its legitimacy. 
Critical language testing at its most radical is not reformist since 
reform is a matter of modification not total replacement. At its 
most radical indeed, it would not recognize testing as we know it 
at all. Given this, it is perhaps unsurprising that language testers 
themselves have found it difficult to articulate this critique, or 
have interpreted it as implying the necessity for individual ethi
cally responsible behaviour on the part of testers. The critique, if 
and when it comes, may emerge most forcefully from outside the 
field. Given the disciplinary borders of knowledge and influence 
in the field, however, any criticism from outside may be heard 
only with difficulty by practitioners within. 

Conclusion 
In this chapter we have examined the institutional character of 
tests and the implications of this for understanding the nature of 
language testing as a social practice, and the responsibility of lan
guage testers. Language testing, like language itself, cannot ulti
mately be isolated from wider social and political implications. It 
is perhaps not surprising after all that the field has only belatedly 
grasped this fact, and even now is uncertain about the extent to 
which it is able or willing to articulate a thorough critique of its 
practices. This may best be left to those not involved in language 
testing. Language testers themselves meanwhile stand to benefit 
from a greater awareness of language testing as a social practice. 
It may lead to a more responsible exercise of the power of tests, 
and a more deeply questioning approach to the questions of test 
score meaning which lie at the heart of the validity of language 
tests. 
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New directions-and dilemmas? 

We live in a time of contradictions. The speed and impressiveness 
of technological advance suggest an era of great certainty and 
confidence. Yet at the same time current social theories under
mine our certainties, and have engendered a profound ques
tioning of existing assumptions about the self and its social 
construction. Aspects of these contradictory trends also define 
important points of change in language testing. The applications 
of technological innovations in language testing remain for the 
most part rooted in traditional modernist assumptions about the 
nature of performance and the possibilities of measurement of 
language ability. It is assumed, for example, that there is such a 
thing as 'ability' which is located in the mind of the candidate, 
which is, as it were, projected directly in performance; that the 
individual candidate is solely responsible for his/her performance 
in the test; and that ability can be measured more or less objec
tively. But it is these very individualizing modernist assumptions 
of testing practice which are now being challenged by new theo
ries of performance. Language testing is a field in crisis, one which 
is masked by the impressive appearance of technological advance. 

Computers and language testing 
Rapid developments in computer technology have had a major 
impact on test delivery. Already, many important national and 
international language tests, including TOEFL, are moving to com
puter based testing (CBT) .  Stimulus texts and prompts are pre
sented not in examination booklets but on the screen, with 
candidates being required to key in their responses. The advent of 
CBT has not necessarily involved any change in the test content, 
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which may remain quite conservative in its assumptions, but 
often simply represents a change in test method. 

The proponents of computer based testing can point to a num
ber of advantages. First, scoring of fixed response items can be 
done automatically, and the candidate can be given a score imme
diately. Second, the computer can deliver tests that are tailored to 
the particular abilities of the candidate. It seems inefficient for all 
candidates to take all the questions on a test; clearly some are so 
easy for some candidates that they provide little information on 
their abilities; others are too hard to be of use. It makes sense to 
use the very limited time available for testing to focus on those 
items that are just within, and just beyond a candidate's threshold 
of ability. 

Computer adaptive tests do just this. At the beginning of the 
test, a small number of common items are presented to all candi
dates. Depending on how an individual candidate performs on 
those items, he/she is subsequently presented only with items esti
mated to be within his/her likely ability range. The computer 
updates its estimate of the candidate's ability after each response. 
In this way, the test adapts itself to the candidate. Such tests 
require the prior creation of an item bank, a large group of items 
which have been thoroughly trialled, and whose likely difficulty 
for candidates at given levels of ability has been estimated as pre
cisely as possible. 

Items are drawn from the item bank in response to the perfor
mance of the candidate on each item, until a point where a stable 
and precise estimate of the candidate's ability is achieved. In this 
way each candidate will receive a test consisting of a possibly 
unique combination of items from the bank, a test suited precisely 
to the candidate's ability. The existence of large item banks makes 
possible a third advantage of computer based testing. Tests can be 
provided on demand, because so many item combinations are pos
sible that test security is not compromised. Computer adaptive tests 
of grammar and vocabulary have long been available, but recently 
similar tests of listening and reading skills have been developed. 

The use of computers for the delivery of test materials raises 
questions of validity, as we might expect. For example, different 
levels of familiarity with computers will affect people's perfor
mance with them, and interaction with the computer may be a 
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stressful experience for some. Attempts are usually made to 
reduce the impact of prior experience by the provision of an 
extensive tutorial on relevant skills as part of the test (that is, 
before the test proper begins) .  Nevertheless, the question about 
the impact of computer delivery still remains. 

Questions about the importance of different kinds of presenta
tion format are raised or exacerbated by the use of computers. In 
a writing test, the written product will appear in typeface and will 
not be handwritten; in a reading test, the text to be read will 
appear on a screen, not on paper. Do raters react differentially to 
printed versus handwritten texts? Is any inference we might draw 
about a person's ability to read texts presented on computer 
screens generalizable to that person's ability to read texts printed 
on paper, and vice versa? In computerized tests of written compo
sition, composing processes are likely to be different, because of 
word processing capacities available on the computer. Do such 
differences in aspects of test method result in different conclu
sions about a candidate's ability? A complex programme of 
research is needed to answer these questions. 

The ability of computers to carry out various kinds of auto
matic processes on spoken or written texts is having an impact on 
testing. These will include the ability to do rapid counts of the 
number of tokens of individual words, to analyse the grammar of 
sentences, to count pauses, to calculate the range of vocabulary, 
and to analyse features of pronunciation. Already these automatic 
measures of pronunciation or writing quality are being used in 
place of a second human rating of performances, and have been 
found to contribute as much to overall reliability as a human rating. 
Of course, such computer operations have limitations. For example, 
in the testing of speaking, they are bound to be better at acoustic 
than auditory aspects of pronunciation, and cannot readily iden
tify intelligibility since this is a function of unpredictable contex
tual factors. Nevertheless, we can expect many further rapid 
advances in these fields, with direct application to testing. 

Technology and the testing of speaking 
While computers represent the most rapid point of technological 
change, other less complex technologies, which have been in use 
for some time, have led to similar validity questions. 
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Tape recorders can be used in the administration of speaking 
tests. Candidates are presented with a prompt on tape, and are 
asked to respond as if they were talking to a person, the response 
being recorded on tape. This performance is then scored from 
the tape. Such a test is called a semi-direct test of speaking, as 
compared with a direct test format such as a live face-to-face 
interview. 

But not everybody likes speaking to tapes! We all know the dif
ficulty many people experience in leaving messages on answering 
machines. Most test-takers prefer a direct rather than a semi
direct format if given the formats. But the question then arises as 
to whether these options are equivalent in testing terms. How far 
can you infer the same ability from performance on different for
mats? It is possible for somebody to be voluble in direct face-to
face interaction but tongue-tied when confronted with a machine, 
and vice versa. Research looking at the performance of the same 
candidates under each condition has shown that this is a complex 
issue, as not all candidates react in the same way (hardly surpris
ing, of course) .  Some candidates prefer the tape, some prefer a live 
interlocutor, and performance generally improves in the condi
tion that is preferred. But we must also add the interlocutor fac
tor. Some candidates get on well with particular interlocutors, 
others are inhibited by them. And there is the rater factor. Some 
raters react negatively to tapes, and to particular interlocutors, 
and may, without realizing it, either compensate or 'punish' the 
candidate when giving their ratings. 

Given such issues, why are semi-direct tests used? Cost consid
erations and the logistics of mass test administration are likely to 
favour their use. 

The semi-direct format is cheaper to administer, as a live inter
locutor (the person who interacts with the candidate) does not 
have to be provided. On the other hand, the fact that the tape still 
has to be individually rated means that the test is by no means 
inexpensive; and in many face-to-face speaking tests the inter
locutor and the rater are the same person, so that no real saving is 
achieved. In addition, the preparation of the tape and the supply 
of recording equipment is expensive. Nevertheless, in appropriate 
circumstances, considerable economies can be achieved. A fur
ther advantage is that in cases of languages where there are only a 
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small number of candidates presenting for assessment at any one 
time, testing can be provided virtually on demand in any location. 
This would not be possible if a trained interlocutor for that lan
guage had to be found. Finally, research has demonstrated that 
the interlocutor you interact with may affect your score. Some 
interlocutors elicit performances which trigger a favourable 
impression of the candidate; others have the reverse effect. The 
problem is that raters typically don't realize that it is the inter
locutor's behaviour which is contributing to the impression gen
erated-a classic case of 'blame the victim'. As a semi-direct test 
removes the interlocutor variable-all candidates face the same 
prompt, delivered by tape-it might be felt that the semi-direct 
test has the potential to be a fairer test. 

The issues raised by semi-direct tests of speaking are rapidly 
becoming more urgent as pressure to make tests more commu
nicative leads to an increased demand for speaking tests. But such 
tests can often only feasibly be provided in a semi-direct format, 
given huge numbers of candidates sitting for the test in a large 
number of countries worldwide, as for example with a test such as 
TOEFL. The issue here is a fundamental one. It illustrates the ten
sion between the feasibility of tests (the need to design and admin
ister them practically and cheaply if they are to be of any use at 
all ) ,  and their validity. There are three basic critical dimensions of 
tests (validity, reliability, and feasibility) whose demands need to 
be balanced. The right balance will depend on the test context and 
test purpose. 

Dilemmas: whose performance? 
The speed of technological advances affecting language testing 
sometimes gives an impression of a field confidently moving 
ahead, notwithstanding the issues of validity raised above. But 
concomitantly the change in perspective from the individual to 
the social nature of test performance has provoked something of 
an intellectual crisis in the field. In Chapter 7 we looked at the 
social nature of test performance in a larger political and cultural 
sense; here will examine the social character of performance at a 
more micro level, at the level of interaction. Developments in dis
course analysis and pragmatics have revealed the essential inter
activity of all communication. This is especially clear in relation 
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to the assessment of speaking. The problem is that of isolating the 
contribution of a single individual (the candidate) in a joint com
municative activity. As soon as you try to test use (as opposed to 
usage) you cannot confine yourself to the single individual. So 
whose performance are we assessing? 

Take the following example. A Thai nurse working with 
elderly patients in an American geriatric hospital setting is liked 
and respected by her patients and supervising colleagues, and is 
effective in her work despite glaring deficiencies in her grammar, 
vocabulary and pronunciation in English. The people she com
municates with expect to have to take some responsibility for the 
success of the communication, in view of her limited English pro
ficiency. They contribute through the active process of drawing 
inferences from what she has said, checking that they have under
stood, and seeking clarification in various ways. All of these activ
ities on their part contribute to successful communication with 
her. Her professional knowledge of nursing is excellent, and this 
helps in the framing of her communication, to make it relevant. 
With her professional competence, pleasant personality, and the 
need for her interlocutors to communicate with her, clinical com
munication seems to be successful; there is no reason to exclude 
her from the workplace, even though this might be suggested by a 
'cold' assessment of her communication in the absence of an 
interlocutor, and in non-clinical contexts. 

A contrasting example. A nurse from Hong Kong, a native 
speaker of Cantonese and a competent speaker of English by most 
standards, is at the centre of a controversy in a hospital in an 
English-speaking country. A sudden emergency with a patient in 
the ward requires the nurse to make a telephone call to the recep
tionist, a native speaker of English, for urgent help. The recep
tionist claims not to be able to understand the nurse, the message 
does not get through, and the patient dies. It turns out that the 
receptionist has a reputation for being racist. It is possible that she 
in a sense refused to understand? Whatever the explanation, com
munication did not take place. Whom should we blame for this 
breakdown? 

In each of these examples, it is not clear who is responsible for 
the success or failure of the communication. It seems that success 
or failure is a joint achievement: the communication is a co-
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construction. In assessment, should we not then take the inter
locutor into account in our predictions of successful communica
tion? But how can that be done? And how can this be made to fit 
the institutional need for a score about individual candidates on 
their own, not about individuals and their interlocutors? Is profi
ciency best understood as something that individuals carry round 
in their heads with them, or does it only exist in actual perfor
mances, which are never solo ? Note that the issue of the joint 
responsibility for communication raised here relates not only to 
communication involving non-native speakers; it is equally rele
vant for communication between native speakers. What is at issue 
here are general pragmatic conditions of normal communication, 
and the difficulty of pinning them down in any testing procedure. 
This is then another fundamental dilemma for language testing. 

The issues raised here show the way in which language testing, 
as in other fields of assessment, is crucially dependent on defini
tions of the test construct. It is thus, in a way, vulnerable to our 
evolving understanding of language and communication, and 
cannot be protected by its success in other aspects, for example 
advances in the technical aspects of psychometrics or in the tech
nology of assessment. The disconcerting aspect of the current sit
uation is that a growing loss of confidence in the possibility or 
even desirability of locating competence in the individual, as illus
trated in the examples presented above, seems to challenge the 
very adequacy of our current theories of measurement, with their 
promise of providing a single summary score as the basis for the 
reliable classification decision that we seek. Instead of the individ
ual carrying a measurable proficiency round in his or her head, we 
have a multiplicity of selves in interaction in a multiplicity of 
interactional contexts. How can measurement do justice to this? 
And in the dazzle of technological advance, we may need a con
tinuing reminder of the nature of communication as a shared 
human activity, and that the idea that one of the participants can 
be replaced by a machine is really a technological fantasy. 

Language testing remains a complex and perplexing activity. 
While insights from evolving theories of communication may be 
disconcerting, it is necessary to fully grasp them and the challenge 
they pose if our assessments are to have any chance of having the 
meaning we intend them to have. Language testing is an uncertain 
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and approximate business at the best of times, even if to the out
sider this may be camouflaged by its impressive, even daunting, 
technical (and technological) trappings, not to mention the 
authority of the institutions whose goals tests serve. Every test is 
vulnerable to good questions, about language and language use, 
about measurement, about test procedures, and about the uses to 
which the information in tests is to be put. In particular, a lan
guage test is only as good as the theory of language on which it is 
based, and it is within this area of theoretical inquiry into the 
essential nature of language and communication that we need to 
develop our ability to ask the next question. And the next. 
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S ECT I O N  2 

Readings 

Chapter 1 
Testing, testing . . .  What is a language test? 

Text 1 
A LA N  D A V I E S :  'The construction of language tests' in 
J. P .B. Allen and Alan Davies (eds . ) :  The Edinburgh Course 
in Applied Linguistics Volume 4: Testing and Experimental 
Methods. Oxford University Press 1977, pages 4 5-46 

In this paper, Davies distinguishes four important uses or 
functions of language tests: achievement, proficiency, apti
tude, and diagnostic. In this extract he discusses the first two 
of these. 

Achievement 
Achievement or attainment tests are concerned with assessing 
what has been learned of a known syllabus. This may be within a 
school or within a total educational system. Thus the typical 
external school examinations ( 'Ordinary' level or 'Advanced' 
level in England, 'Highers' in Scotland), the university degree 
exams and so on are all examples of achievement tests. The use 
being made of the measure is to find out just how much has been 
learned of what has been taught ( i.e., of the syllabus) .  
Achievement type tests end there. Although the primary interest is 
in the past, i.e. what has been learned, very often some further use 
is made of the same test in order to make meaningful decisions 
about the pupils' future. It would, presumably, be possible to be 
interested entirely in the past of the pupils; Carroll's 'meaningful 
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decisions' then would refer to the syllabus, i.e., to any necessary 
alterations to it that might be necessary or to the teaching method 
to be used for the next group of students. But achievement tests 
are almost always used for other purposes as well. It is important 
to recognize this and to account for it in one's test construction. 
But, as will be maintained later under validity, this is essentially a 
function of the syllabus. All that an achievement test can do is to 
indicate how much of a syllabus has been learned; it cannot make 
predictions as to pupils' future performance unless the syllabus 
has been expressly designed for this purpose. 

I> What are some of the functions of the examinations Davies 
mentions (external school examinations, university degree 
examinations) other than looking back over what has been 
learned? 

I> What 'future performance' does the writer have in mind? In 
what way can the design of a syllabus be used as the basis for 
predictions as to pupils' future performance? 

Proficiency 
Proficiency tests, as we see it, are concerned with assessing what 
has been learned of a known or an unknown syllabus. Here we see 
the distinction between proficiency and achievement. In the non

language field we might consider, say, a driving test as a kind of 
proficiency test since there is the desire to apply a common stan
dard to all who present themselves whatever their previous driving 
experience, over which of course there has been no control at all. 
In the language field there are several well-known proficiency 
exams of the same journeyman kind: the Cambridge Proficiency 
Exams, the Michigan Tests, the Test of English as a Foreign 
Language (TOEFL) and English Proficiency Test Battery (EPTB) .  
These all imply that a common standard is being applied to all 
comers. More sophisticated proficiency tests (more sophisticated 
in use, not in design) may be constructed as research tools to deter
mine just how much control over a language is needed for certain 
purposes, for example medical studies in a second language. 

I> How does the fact that a proficiency test may relate to an 
unknown syllabus serve as the basis for a distinction from 
achievement tests? 
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C> If syllabus content is absent as a basis for the content of a pro
ficiency test, how can we decide what it should contain? 

Chapter 2 
Communication and the design of language tests 

Text 2 
R O B E R T  L A D O :  Language Testing: The Construction 
and Use of Foreign Language Tests. Longmans 1 9 6 1 ,  

pages 22-24 

Lado presents the case for basing language tests on a theory of 
language description and a theory of learning, in particular on 
the points of structural contrast between the learner's first lan
guage and the target language. His recommendations about 
testing dominated practice for nearly twenty years, and are 
still influential in powerful tests such as TOEFL. 

The theory of language testing assumes that language is a system 
of habits of communication. These habits permit the communi
cant to give his conscious attention to the over-all meaning he is 
conveying or perceiving. These habits involve matters of form, 
meaning and distribution at several levels of structure, namely 
those of the sentence, clause, phrase, word, morpheme and 
phoneme. Within these levels are structures of modification, 
sequence, parts of sentences. Below them are habits of articula
tion, syllable type, and collocations. Associated with them and 
sometimes part of them are patterns of intonation, stress and 
rhythm . . . .  

The individual is not aware that so much of what he does in 
using language is done through a complex system of habits. When 
he attempts to communicate in a foreign language that he knows 
partially, he adopts the same linguistic posture as when using his 
native language. He thinks of the over-all meaning and proceeds 
to encode it in the linguistic forms of the foreign language. He 
may concentrate consciously in addition on one or another 
matter of grammar or pronunciation or vocabulary, but the bulk 
of the encoding goes to his habit system and here it is channeled 
through the system of habits of his native language. This in 
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psychology is known as transfer. He transfers the habit systems of 
his native language to the foreign tongue . . . .  

When this transfer occurs, some of the units and patterns trans
ferred will function satisfactorily in the foreign language and will 
not constitute a learning problem. Other units and patterns will 
not function satisfactorily in the foreign language. Against these 
the student will have to learn the new units and patterns. These 
constitute the real learning problems. 

These learning problems turn out to be matters of form, mean
ing, distribution, or a combination of these. They can be pre
dicted and described in most cases by a systematic linguistic 
comparison of the two language structures . . . .  

The theory assumes that testing control of the problems is test
ing control of the language. Problems are those units and patterns 
which do not have a counterpart in the native language or that 
have counterparts with structurally different distribution or 
meanmg. 

[> In what terms does Lado describe knowledge of language? 
Give some examples of the kinds of knowledge he means. 

[> In situations where the test population is drawn from learners 
of diverse linguistic background, what problems would arise 
in practice if you based the design of language tests on con
trasts between the language being tested and the language of 
the test takers? How might one get around this difficulty? 

Text 3 
B E R N  A R D s P o L s KY :  'Introduction: Linguists and language 
testers' in B. Spolsky (ed. ) :  Approaches to Language Testing. 
[Advances in Language Testing Series: 2] Center for Applied 
Linguistics r978,  pages v-vi 

Spolsky distinguishes three historical periods of modern lang
uage testing up to the time of his writing: the pre-scientific, 
the psychometric-structuralist, and the integrative-socioling
uistic. He discusses the first two of these in this extract. 

The pre-scientific period (or trend, for it still holds sway in many 
parts of the world) may be characterized by a lack of concern for 
statistical matters or for such notions as objectivity or reliability. 
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In its simplest form, it assumes that one can and must rely com
pletely on the judgment of an experienced teacher, who can tell 
after a few minutes' conversation, or after reading a student's 
essay, what mark to give. In the pre-scientific mode, oral exami
nations of any kind were the exception: language testing was 
assumed to be a matter of open-ended written examination . . . .  

The next period, however, sees the invasion of the field by 
experts. The psychometric-structuralist trend, though hyphen
ated for reasons that will become apparent, is marked by the 
interaction (and conflict) of two sets of experts, agreeing with 
each other mainly in their belief that testing can be made precise, 
objective, reliable, and scientific. The first of these groups of 
experts were the testers, the psychologists responsible for the 
development of modern theories and techniques of educational 
measurement. Their key concerns have been to provide "objec
tive" measures using various statistical techniques to assure relia
bility and certain kinds of validity . . . .  

The better known work of the testers was the development of 
short item, multiple choice, "objective" tests. The demands of 
statistical measures of reliability and validity were seen as of para
mount importance . . .  

There were two results from this emphasis. First, tests like this 
required written response, and so were limited to reading and lis
tening. Second, the items chosen did not reflect newer ideas about 
language teaching and learning . . . .  

The second major impetus of the "scientific" period, or 
approach, then, was when a new set of experts added notions 
from the science of language to those from the science of educa
tional measurement . . .  

There was at the time still an easy congruence between 
American structuralist views of language and the psychological 
theories and practical needs of testers. On the theoretical side, 
both agreed that knowledge of language was a matter of habits; 
on the practical side, testers wanted, and structuralists knew how 
to deliver, long lists of small items which could be sampled and 
tested objectively. The structural linguist's view of language as 
essentially a matter of item-and-arrangement fell easily into the 
tester's notion of a set of discrete skills to be measured . . . .  

The marriage of the two fields, then, provided the basis for the 
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flourishing of the standardized language test, with its special 
emphasis on . . .  the 'discrete structure point' item. 

[> Spolsky implies that one of the implications of the transition 
between the two periods he describes was a transfer of the pri
mary responsibility for tests from language teachers to testing 
experts in applied linguistics. What are the potential advan
tages and disadvantages of such a transfer? 

[> Spolsky argues that structuralist linguistics contributed to 
tests which featured 'discrete structure point' items. Look 
back at the material by Lado in Text 2 and suggest what the 
content of such items might be. 

Text 4 

J O H N  w. O L L E R : Language Tests at School. 
Longman I 979,  pages 3 8-3 9 

In this passage, Oller attempts to define language tests not in 
terms of the elements of knowledge to be tested, but in terms 
of the language processing operations required of learners. He 
makes a sharp distinction between what he calls pragmatic 
tests and the older tradition of discrete point tests associated 
with the work of Lado and which were the hallmark of tests 
within the psychometric-structuralist tradition. 

It is possible to be somewhat more precise in saying what a prag
matic test is: it is any procedure or task that causes the learner to 
process sequences of elements in a language that conform to the 
normal contextual constraints of that language and which 
requires the learner to relate sequences of linguistic elements via 
pragmatic mapping to extralinguistic context . . . .  

In order for a test to say something meaningful (valid) about 
the efficiency of a learner's developing grammatical system, the 
pragmatic naturalness criteria require that the test invoke and 
challenge that developing grammatical system. This requires pro
cessing sequences of elements in the target language (even if it is 
the learner's first and only language) subject to temporal contex
tual constraints. In addition, the tasks must be such that for 
examinees to do them, linguistic sequences must be related to 
extralinguistic contexts in meaningful ways. 
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Examples of tasks that do not qualify as pragmatic tests include 
all discrete point tests, the rote recital of sequences of material 
without attention to meaning; the manipulation of sequences of 
verbal elements, possibly in complex ways, but in ways that do 
not require awareness of meaning. In brief, if the task does not 
require attention to meaning in temporally constrained sequences 
of linguistic elements, it cannot be construed as a pragmatic lan
guage test. Moreover, the constraints must be of the type that are 
found in normal use of the language, not merely in some class
room setting . . . . 

C> What does Oller mean, do you think, when he speaks of the 
normal constraints operating in relation to the use of lan
guage? How can these be reproduced in the test setting? 

C> Oller lists examples of tests which he would not classify as 
pragmatic tests. Give examples of tests that Oller would clas
sify as pragmatic tests, i.e. that meet the requirements he sets 
down for such tests. 

Text S 

M I C H A E L  C A N A L E  and M E R R I L L  S W A I N :  'Theoretical 
bases of communicative approaches to second language 
teaching and testing' in Applied Linguistics r ,  r 9 8o, 
pages 28-30 

In one of the most-cited discussions in applied linguistics, 
Canale and Swain apply the insights of Hymes to formulate a 
model of communicative competence for second language 
contexts, introducing the important notions of sociolinguistic 
and strategic competence in a second language. 

Our own tentative theory of communicative competence mini
mally includes three main competencies: grammatical compe
tence, sociolinguistic competence, and strategic competence . . . .  

Grammatical competence. This type of competence will be 
understood to include knowledge of lexical items and of rules of 
morphology, syntax, sentence-grammar semantics, and phonol
ogy . . . .  

Sociolinguistic competence. This component is made up of two 
sets of rules: sociocultural rules of use and rules of discourse. 
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Knowledge of these rules will be crucial in interpreting utterances 
for social meaning, particularly when there is a low level of trans
parency between the literal meaning of an utterance and the 
speaker's intention. 

Sociocultural rules of use will specify the ways in which utter
ances are produced and understood appropriately with respect to 
the components of communicative events outlined by Hymes . . . . 

Until more clear-cut theoretical statements about rules of dis
course emerge, it is perhaps most useful to think of these rules in 
terms of the cohesion (i.e. grammatical links) and coherence (i.e. 
appropriate combination of communicative functions) of groups 
of utterances . . . . 

Strategic competence. This component will be made up of ver
bal and non-verbal communication strategies that may be called 
into action to compensate for breakdowns in communication due 
to performance variables or to insufficient competence. Such 
strategies will be of two main types: those that relate primarily to 
grammatical competence (e.g. how to paraphrase grammatical 
forms that one has not mastered or cannot recall momentarily) 
and those that relate more to sociolinguistic competence (e.g. var
ious role-playing strategies, how to address strangers when 
unsure of their social status ) .  

[> Give examples of contexts where sociolinguistic competence 
could assume special importance, and therefore would be a 
particular focus of assessment. 

[> Canale and Swain do not refer to methods of assessment, only 
to the content or focus of assessment. In what different ways 
might you assess sociolinguistic competence? 

[> In what ways does strategic competence involve the learner's 
confidence or preparedness to take risks, which we might 
argue are features of his/her personality? Is strategic compe
tence applicable to first language communication? If it is, does 
it transfer from first language to second language? How can 
strategic competence be evaluated? 
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Chapter 3 
The testing cycle 

Text 6 

L Y L E  F. B A c H M A N : Fundamental Considerations 
in Language Testing. Oxford University Press I990, 

pages 244-24 5 

Bachman discusses two aspects of the validity of tests associ
ated with test content: how relevant the test content is to the 
criterion situation, both in terms of the stimulus texts and the 
responses required of candidates; and how adequate a sample 
of criterion behaviour it is. 

One of the first characteristics of a test that we, as prospective test 
users, examine is its content. If we cannot examine an actual copy 
of the test, we would generally like to see a table of specifications 
and example items, or at least a listing of the content areas cov
ered, and the number of items, or relative importance of each 
area. Likewise, in developing a test, we begin with a definition of 
the content or ability domain, or at the very least, the list of con
tent areas, from which we generate items, or test tasks. The con
sideration of test content is thus an important part of both test 
development and test use. Demonstrating that a test is relevant to 
and covers a given area of content or ability is therefore a neces
sary part of validation. 

There are two aspects to this part of validation: content rele
vance and content coverage. The investigation of content rele
vance requires 'the specification of the behavioral domain in 
question and the attendant specification of the task or test 
domain' (Messick I98o: IOI7 ) .  While it is generally recognized 
that this involves the specification of the ability domain, what is 
often ignored is that examining content relevance also requires 
the specification of the test method . . .  

I> 'We begin with a definition of the content or ability domain': in 
your own words, and using tests with which you are familiar, 
give brief informal definitions of the content or ability domain 
on which the test content is based. 

I> How can the test methods form part of the content of the test? 
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Give examples of test methods which would on the face of it 
be appropriate or inappropriate for a given domain. 

The second aspect of examining test content is that of content 
coverage, or the extent to which the tasks required in the test ade
quately represent the behavioral domain in question . . . .  

The problem with language tests, of course, is that we seldom 
have a domain definition that clearly and unambiguously identi
fies the set of language use tasks from which possible test tasks 
can be sampled, so that demonstrating either content relevance or 
content coverage is difficult. 

C> What makes it difficult to specify the domain of language 
tests? 

Text 7 

s A N D R A  J .  s A  v 1 G N o N :  Communicative Competence: 
Theory and Classroom Practice. ( 2nd edn. ) McGraw-Hill 
1 997, pages 225 , 227 

Savignon distinguishes a number of senses of the term 'dis
crete-point', showing that it can refer to the target of assess
ment, the mode in which a candidate responds to a task, or the 
method of evaluating the response. She shows that test tasks 
can be characterized as a function of these three senses of the 

term. 

Discrete-Point versus Integrative Testing 
The word "discrete" means separate, or distinct, and has been 
used to describe two different aspects of language tests: ( r )  con
tent, or task, and ( 2) mode and scoring of response. We shall con
sider each in turn. 

A discrete-point task is one that focuses on an isolated bit of 
language, typically surface features of phonology, morphology, 
syntax, or lexicon . . .  In their purest form, discrete-point items 
include but one channel (oral or written) and one direction 
(receptive or productive) ;  that is, they test "separate" skills of lis
tening, reading, speaking, and writing. In practice, however, this 
separation is difficult to achieve. A test of speaking may require 
the prior comprehension of a written or oral "stimulus ",  a test of 
listening may include the selection of a correct written response, 
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and so on. Context in discrete-point tasks is usually restricted to 
a sentence or phrase, but it may also be a longer oral or written 
text. So long as the criterion remains the recognition or use of 
a discrete structural feature, this kind of "contextualization",  
as  it i s  sometimes called, does not alter the basic nature of  the 
task . . . .  

C> Why might it be considered desirable to test skills (reading, 
speaking, listening, writing) in isolation from one another? 
On the other hand, why might an integration of skills be 
thought preferable? 

A discrete-point (or objective) response mode, in contrast, is a 
matching, true-false, multiple-choice, or fill-in-the-blank format 
in which a response is either selected from among alternatives 
provided or otherwise restricted by the nature of the context pro
vided. This type of response offers ease of scoring and . . . high 
rater reliability. In contrast, a global response mode might be an 
oral interview, a summary of a written or oral text, or a dictation. 
When a discrete-point mode of response is used, scoring involves 
the straightforward marking of correct responses. A global 
response, however, may be evaluated either discretely-that is, 
by looking for and counting distinct linguistic features-or 
globally-that is, by assigning an overall rating based on a com
bination of features, such as effectiveness, appropriateness, 
coherence, comprehensibility, fluency, and so on. In practice a 
combination of these scoring methods is often used. Discrete 
features of pronunciation, spelling, syntax and so forth may be 
evaluated, while at the same time a general impression of overall 
quality is established . . . .  Although test evaluation procedures 
may vary, in real-life communication it is, of course, always the 
general impression that prevails. 

Generally speaking, the more integrative tasks will require a 
more global mode of response, whereas a discrete-point mode of 
response can be used with both integrative and discrete-point 
tasks. The learner's task may be integrative in that it requires 
inference, or interpretation of meaning, in a text while the 
response takes the form of a discrete-point selection of the best 
rejoinder, picture, map, summary, translation, and so on from 
among alternatives provided. 

REA D I N G S  9 7  



[> In this extract, Savignon is talking about two types of dis
creteness-what are they? 

[> Give examples of each of 

- global evaluation of global responses; 
- discrete-point evaluation of global responses; 
- discrete-point evaluation of integrative tasks. 

Chapter 4 
The rating process 

Text S 
T. F .  M c N A M A R A :  Measuring Second Language 
Performance. Longman 1996, pages 1 23-125  

In this extract, a number of ways in which raters differ sys
tematically from one another are discussed. 

Let us consider in more detail some of the more important ways in 
which raters may differ from one another. 

r .  Two raters may simply differ in their overall leniency. 

2. Raters may display particular patterns of harshness or 
leniency in relation to only one group of candidates, not 
others, or in relation to particular tasks, not others. That is, 
there may be an interaction involving a rater and some other 
aspect of the rating situation. Leniency or harshness may not 
always work in the same direction for all items, or all things 
being rated. For example, raters in a speaking task may be 
asked to assess intelligibility, fluency and accuracy; raters may 
differ from one another in the way they rate any one of these 
aspects. A rater who overall is fairly lenient may be harsher 
than other raters when assessing, say, intelligibility. It has fre
quently been found that raters judge aspects of performance 
to do with control of the formal resources of the language, 
particularly grammatical structure, more severely than they 
rate other aspects of the performance . . . . In general, a rater 
may be consistently lenient on one item, consistently severe 
on another; this is a kind of rater-item interaction. Or raters 
may have a tendency to over- or underrate a candidate or class 
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of candidates; this is an instance of a rater-candidate inter
action. 

3 .  Raters may differ from each other in the way they interpret the 
rating scale they are using. The problem arises because rating 
scales usually involve discrete rating categories: permissible 
ratings in the range of I-6 are quite typical. Imagine a situa
tion where a candidate of given ability falls roughly at the 
intersection of two of these rating categories; not quite a '3 ', 
let us say, but better than most candidates who fall into the 
category '2 ' .  The rater is forced into an 'either/or' judgment at 
this point: is the candidate a ' 3 '  or not? One rater may consis
tently score such candidates with a rating of '3 ', another not. 
At another point on the ability continuum, the tendency of 
such judges may be reversed, so that the previously more 
lenient rater may be harsher at this point on the scale, and vice 
versa. 

We can envisage this in the following way: imagine that 
candidate ability occupies a continuum. Raters may carve this 
up in different ways. Compare the way two raters interpret 
the relationship of the rating scale to this continuum: 

I 2 

I 2 

3 4 

3 4 5 

5 6 

6 

Remember that both raters will be working with apparently 
the same rating scale, graphically displayed as having equal 
intervals, as follows: 

I 2 3 4 5 6 

But the appearance of equal intervals here is deceptive; such 
scales rarely have equal intervals in practice, that is, in the way 
the available rating categories are interpreted by raters. 
Moreover, it can be easily shown that raters in their 
actual interpretation of the scale do not behave in identical 
ways. 

Another way of thinking about these differences between 
the raters is that, from the point of view of candidates, it will 
take differing increases in the ability required to have a given 
chance of achieving a particular score . . . .  
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4· Finally, and rather more obviously, raters may differ in terms 
of their consistency (or inconsistency); that is, the extent of the 
random error associated with their ratings. The patterns of 
scores allocated by a rater may not bear a consistent relation
ship to those allocated to the same candidates by other raters; 
sometimes harsher, sometimes more lenient, even allowing for 
the normal variability in these matters. It makes it hard to say 
exactly what sort of rater this is, other than that he or she is 
somewhat erratic; it thus becomes difficult to model the 
rater's characteristics, and thus to build in some compensa
tion for them. Lack of consistency of this kind is not some
thing that even the most sophisticated technology can do 
much about, and such raters, once identified, may need to be 
retrained or, failing this, excluded from the rating process. 

t> Why do you think raters might judge grammatical features of 
candidate output more harshly than other features? 

t> The text mentions the possibility of an interaction between a 
rater and a class of candidates. Give examples of situations 
where this might conceivably arise. What might be done to 
deal with such situations? 

t> What methods might be used to reduce the impact of the ten
dency of raters to apply different standards in their interpreta
tion of rating scale score categories, or to be internally 
inconsistent in their interpretation of such categories? 

Text 9 

S AN D RA J. S AV I G N O N :  Communicative Competence: 
Theory and Classroom Practice. ( 2nd edn.) McGraw-Hill 
1997, pages 230, 23 8-9 

In this extract, Savignon raises two problems about the use of 
native speaker competence as a reference point for tests. 

Setting Realistic Expectations for Lz Learners 
Here we deal with the issue of realistic expectations for Lz learn
ers and the native speaker myth. It is often assumed that native 
speakers, or in some cases "educated" native speakers (for example, 
the FSI Oral Interview),  are the model against which L2 learners 
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are to be evaluated. Native speakers and even educated native 
speakers, however, differ widely in their communicative com
petence. . . . The most significant difference between the native 
speaker and the nonnative speaker might well be that the latter is 
often tested for competence the former is assumed to have. The 
implications for the construct validity of tests of communicative 
competence are enormous. Before we can judge the competence 
of nonnatives we need to better understand the competence of 
natives . . . .  

As more valid measures of communicative competence are 
sought, it seems particularly important that at the very beginning 
levels (those with which most classroom teachers are concerned) 
too much emphasis not be assigned to grammatical competence if 
the standard of accuracy is presumed to be that of an adult "edu
cated native speaker" .  To expect or even to suggest an expecta
tion of native speaker grammatical accuracy in the spontaneous 
oral interaction of beginning or even intermediate L2 learners is 
inauthentic and bound to be a source of frustration for both 
learners and teachers. Tests designed to "test the subjunctive" ,  or 
other such linguistic elements, are at this beginning level best con
fined to discrete-point modes of response whereby learners are 
given ample time to monitor their response and focus on form 
rather than on meaning. This recommendation should not be 
interpreted to mean that grammar is unimportant. At issue, 
rather, is the appropriateness of adult native-speaker standards 
for beginners. Descriptions of oral proficiency at all levels, more
over, should be stated in terms of what learners can do in a func
tional sense rather than in terms of the structural features they 
have not yet mastered. 

I> Think of examples of performance on communicative tasks in 
which it cannot be assumed that native speakers will have an 
intrinsic advantage over non-native speakers. 

I> In what areas other than grammar might it be sensible to 
make concessions in our expectations of the performance of 
learners who are in the early stages of learning? 
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Text 10 
D. E. I N G R A M  and E LA I N E  W Y L I E :  'Assessing speaking 
proficiency in the International English Language Testing 
System' in Dan Douglas and Carol Chapelle (eds . ) :  A New 
Decade of Language Testing Research: Selected Papers from 
the 1 9 9 0  Language Testing Research Colloquium. Teachers 
of English to Speakers of Other Languages I 99 3 ,  page 224 

The authors of this extract provide an example of the kinds of 
operational constraints which force compromises in the con
duct of testing procedures. The context in which they are writ
ing is the revision of the British Council's English Language 
Testing Service (ELTS). This test was used to screen the 
English language abilities of prospective international stu
dents wishing to study in the U.K. The revision process led to 
the introduction of the IELTS test (see Chapter r) . 

An interview was used to test speaking in the former EL TS and, 
despite some concerns about reliability, the ELTS Revision 
Steering Committee felt that this feature of the test should be 
retained. However, the committee was faced with financial and 
other operational constraints very similar to those that had ruled 
out the possibility of any direct assessment of speaking in the 
TOEFL. . . . In order to constrain administration costs, it was 
decided that the interview should last no longer than I 5 minutes 
(and no less than I I  minutes) out of a total length for the IELTS 
test of I4 5 minutes. Cost factors also excluded the possibility of 
involving a second person for interview, a technique that [it had 
been found] gave greater reliability and that is used for all inter
views for the U.S. government . . . . The other major constraining 
factor is that the test has to be administrable anywhere in the 
world, often in circumstances in which relatively little control can 
be exercised over the selection and skills of interviewers. To max
imize reliability, therefore, the interview has been tightly struc
tured to control what the interviewer can do, and a process of 
monitoring of interview quality and rating accuracy is built into 
administrative proceedings. 

[> What measures might be taken to monitor interview quality 
and rating accuracy? What risk to fairness might remain from 
involving only a single person in the interview? 
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Text 11 

SARA C U S H I N G  W E I G L E :  'Using FACETS to model rater 
training effects' in Language Testing 1 5 ,  1998,  pages 263-4 

Testing is all about compromise, and a frequent source of 
compromise is a conflict between our understanding of what 
it is desirable to include in the assessment procedure and our 
practical ability to do so. Here the issue arises not in relation 
to the performance of candidates but the behaviour of raters. 

It is generally accepted among specialists in both writing assess
ment and educational measurement that rater training is essential 
in achieving reliable ratings of essay examinations. However, in 
both the writing-assessment and measurement literature some 
controversy exists as to the purpose and efficacy of rater training. 
In the writing-assessment literature, concerns have been voiced 
about the validity of holistic essay-examination scores because of 
the artificiality of the procedures used to reach acceptable rater 
reliability, including training . . . . It has been argued that an 
emphasis on rater consensus may force raters to ignore their own 
experience and expertise in judging writing, which are viewed as 
essential components of the interactive reading process . . .  , and 
that inter-rater agreement may only be possible when raters are 
agreeing on superficial aspects of the text . . . . 

On the other hand, essay scoring and rater-training procedures 
are presumably founded on the premise that an essay examina
tion is measuring a particular ability which can be defined opera
tionally and measured accurately if raters can be trained to agree 
on the definition of the ability. From this point of view, it is essen
tial for raters to put aside their own subjective experience in order 
to adopt the agreed-upon scoring criteria for the examination. 
Thus a tension exists in the writing-assessment literature between 
these two viewpoints on the function of rater training in writing 
assessment. 

I> Why might the experience and expertise of raters be seen as 
essential components of the interactive reading process 
involved in the rating of writing? What practical dilemmas 
does this create for assessment? 

I> Weigle presents a case where the demands of testing on the 
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one hand, in this case the need to constrain the rating process, 
and an understanding of the test construct on the other, are at 
odds. What other examples can you think of where it is impos
sible to include in a test or testing procedure something we feel 
it is important to include? (Consider the discussion of this 
issue as it relates to test content in Chapter 3) .  

Chapter 5 
Validity: Testing the test 

Text 12 
L Y L E  F. B A C H M A N  and A D R I AN S. P A L M E R :  Language 
Testing in Practice: Designing and Developing Useful 
Language Tests. Oxford University Press 1996, page 2 r  

Bachman and Palmer draw o n  the validity theory of the great 
educational assessment thinker Samuel Messick in their dis
cussions of construct validity. Bachman and Palmer have 
examined the implications of Messick's work for language 
testing in a series of landmark papers and texts. Their 
approach focuses on an understanding of the nature of com
municative language ability underlying test performance, and 
the relationship between test design and the contexts of future 
test use, which they define as the Target Language Use (fLU) 
domain or situation. 

Construct validity pertains to the meaningfulness and appropri
ateness of the interpretations that we make on the basis of test 
scores. When we interpret scores from language tests as indica
tors of test takers' language ability, a crucial question is, 'To what 
extent can we justify these interpretations? '  The clear implication 
of this question is that as test developers and test users we must be 
able to provide adequate justification for any interpretation we 
make of a given test score. That is, we need to demonstrate, or jus
tify, the validity of the interpretations we make of test scores, and 
not simply assert or argue that they are valid. 

In order to justify a particular score interpretation, we need to 
provide evidence that the test score reflects the area(s) of language 
ability we want to measure, and very little else. In order to pro-
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vide such evidence, we must define the construct that we want to 
measure. For our purposes, we can consider a construct to be the 
specific definition of an ability that provides the basis for a given 
test or test task and for interpreting scores derived from this task. 
The term construct validity is therefore used to refer to the extent 
to which we can interpret a test score as an indicator of the abil
ity(ies ) ,  or construct(s) ,  we want to measure. Construct validity 
also has to do with the domain of generalization to which our 
score interpretations generalize. The domain of generalization is 
the set of tasks in the T[arget] L[anguage] U[se] domain to which 
the test tasks correspond. At the very least we want our interpre
tations about language ability to generalize beyond the testing 
situation itself to a particular TLU domain. 

[> Bachman and Palmer speak of interpretations of test scores. 
What do they mean by this? Give one or more examples. 

[> Construct validity according to Bachman and Palmer involves 
two types of generalization from test performances. How 
does this compare with the discussion of the relationship of 
test and criterion in Chapter I ?  

Text 13 
A L A N  D A V I E S : 'The role of the segmental dictionary in 
professional validation: Constructing a dictionary of 
language testing' in Alister Cumming and Richard Berwick 
(eds ) :  Validation in Language Testing. Multilingual Matters 
r99� pages 23 3-234 

Language testing can be a technical field involving a consider
able amount of precise and specialized vocabulary. Alan 
Davies and his colleagues in Melbourne have produced the 
first dictionary of language testing, to help educators and 
researchers who need to understand literature in the field. 
Here is a near final draft of one of the entries. 

F A C E  V A L I D I T Y  
A type of V A L I D I T Y  referring t o  the degree t o  which a test 
appears to measure the knowledge or abilities it claims to mea
sure, as judged by an untrained observer ( such as the candidate 
taking the test, or the institution which plans to administer it) . 
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For example, a gate-keeping test administered prior to entry to 
a particular profession (e.g. dentistry) which simulates actual 
work-place conditions can be said to have high face validity (even 
though the skills measured may not in fact be reliable predictors 
of future performance) .  

Conversely, i f  a test o f  listening comprehension uses a speaker 
with a strong regional accent which is unfamiliar to the majority 
of the candidates, the test may be judged as lacking face validity. 
A more obvious example of poor face validity is the use of a dic
tation activity to measure an apparently unrelated skill such as 
speaking ability ( although there may be empirical evidence of a 
high correlation between the two skills) .  The term is often used in 
a pejorative sense. 

However, failure to take issues of face validity into account 
may jeopardize the public credibility of a test (and indeed the cur
riculum on which the test may be based) and the notion of 'test 
appeal', insofar as it is achievable, is a practical consideration 
which test designers cannot afford to overlook. D I R E c T  T E s T s  
are in fact often produced out of a concern for face validity. 

See also c o NT E N T  vA L I D I TY (a clear distinction is not always 
made between the two terms) .  

l> Why might the term face validity be used in a pejorative sense? 
How important is it for a test to have face validity? 

[> Explain the remark about the connection between direct tests 
and face validity. 

l> How might face validity and content validity be connected in 
such a way that they are not always clearly distinguished? 

Chapter 6 

Measurement 

Text 14 

L Y L E  F.  B A C H M A N : Fundamental Considerations 
in Language Testing. Oxford University Press r990, 

pages 72-76 

In an extract from his classic text, Lyle Bachman discusses 
norm-referenced measurement (the basis for the psycho-
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metric-structuralist approach to testing (see Text 2) associ
ated with Lado (see Text 3)), and contrasts it with criterion
referenced measurement, an approach more compatible with 
communicative tests. 

N arm-referenced tests 
Norm-referenced (NR) tests are designed to enable the test user to 
make 'normative' interpretations of test results. That is, test 
results are interpreted with reference to the performance of a 
given group, or norm. The 'norm group' is typically a large group 
of individuals who are similar to the individuals for whom the test 
is designed. In the development of NR tests the norm group is 
given the test, and then the characteristics, or norms, of this 
group's performance are used as reference points for interpreting 
the performance of other students who take the test. The perfor
mance characteristics, or norms, most typically used as reference 
points are the mean x, or average score of the group, and the 
standard deviation s, which is an indicator of how spread out the 
scores of the group are . . . .  

In order to provide the most easily interpretable results, NR 
tests are designed to maximize the distinctions among the individ
uals in a given group. Such tests are also sometimes referred to as 
'psychometric' tests since most theoretical models of psychomet
rics, or psychological measurement, are based on the assumption 
of a normal distribution and maximizing the variations among 
individuals' scores. 

Criterion-referenced tests 
Criterion-referenced (CR) tests are designed to enable the test user 
to interpret a test score with reference to a criterion level of ability 
or domain of content. An example would be the case in which stu
dents are evaluated in terms of their relative degree of mastery of 
course content, rather than with respect to their relative ranking in 
the class. Thus, all students who master the course content might 
receive an 'A', irrespective of how many students achieve this 
grade. The primary concerns in developing a CR test are that it 
adequately represent the criterion ability level or sample the con
tent domain, and that it be sensitive to levels of ability or degrees of 
mastery of the different components of that domain . . . .  

The two primary distinctions between NR and CR tests are ( r )  
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in their design, construction, and development; and ( 2) in the 
scales they yield and the interpretation of these scales. NR tests 
are designed and developed to maximize distinctions among indi
vidual test takers, which means that the items or parts of such 
tests will be selected according to how well they discriminate indi
viduals who do well on the test as a whole from those who do 
poorly. CR tests, on the other hand, are designed to be represen
tative of specified levels of ability or domains of content, and the 
items or parts will be selected according to how adequately they 
represent these ability levels or content domains. And while NR 
scores are interpreted with reference to the performance of other 
individuals on the test, CR test scores are interpreted as indicators 
of a level of ability or degree of mastery of the content domain . . . .  

Despite these differences, however, it is important to under
stand that these two frames of reference are not necessarily mutu
ally exclusive. 

l> How might norm-referenced and criterion-referenced tests 
differ in their design? 

l> Given the differences between the two types of test, how is it 
that they are 'not mutually exclusive', according to Bachman? 

Text 15 
R O S E M A R Y  B A K E R :  Cfassica/ Test Theory and ltem 

Response Theory in Test Analysis. Special Report 2 :  

Language Testing Update. Centre for Research in Language 
Education 1997, pages 19-20 

Item Response Theory (IRT) often seems a dauntingly techni
cal field, and various attempts have been made to mediate it 
for readers who are untrained in measurement theory. This is 
certainly necessary within language testing, where most read
ers of the literature will be unlikely to have much background 
in psychometrics or statistics. Baker's is one of the first such 
attempts; it was written as part of a PhD thesis in 19 87. 

Item Response Theory 
The rest of this chapter is concerned with the approach to test 
theory variously known as 'latent trait (L T) theory', 'item charac
teristic curve (ICC) theory', 'Item Response Theory' (IRT), and, 
occasionally, as 'modern test theory' . . . .  
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The first of these terms recalls the origins of this approach in 
psychology, where . . . 'latent trait' denotes a psychological 
dimension necessary for the psychological description of individ
uals, i.e. a hypothetical construct . . .  which is assumed to underlie 
observed behaviour. . . . In the context of testing, latent traits are 
conceived of as characteristics or attributes which account for 
consistencies in the individual's responses to items . . . . 

. . . The term 'latent traits' has sometimes been taken to refer to 
fixed, unchanging, causal entities; however, . . . latent traits 
should not be thought of as fixed, since a trait such as 'achieve
ment' is capable of change or improvement, e.g. as a result of 
instruction . . . .  A trait orientation to psychological theory carries 
no necessary implication that traits exist in any physical or physi
ological sense. These comments apply equally to the notion of 
latent trait as it is used in the measurement context. 

The term 'item characteristic curve theory' . . .  derives from one 
of the concepts central to this approach, while 'modern test the
ory' emphasises the departure from the classical approach. The 
term 'Item Response Theory' . . .  appears generally to be gaining 
currency. 

Central Concepts in IR T 
The central feature of an IRT approach is that a relationship is 
specified between observable performance on test items and the 
unobservable characteristics or abilities assumed to underlie this 
performance . . . . The characteristic measured by a given set of 
items, whether a psychological attribute, a skill, or some aspect of 
educational achievement, is conceived of as an underlying contin
uum, often referred to as a latent trait or latent variable . . . .  

This underlying continuum is represented by a numerical scale, 
upon which a person's standing can be estimated using his/her 
responses to suitable test items. Items measuring the trait are seen 
as being located on the same scale, according to the trait level 
required of testees. 

Person Ability and Item Difficulty 
A person's standing on the scale is frequently called his/her 
'ability'. As the use of this term is a potential source of mis
understanding, it must be emphasised that it refers to whatever 
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characteristic, skill or area of understanding the test measures . . . .  
The term 'ability' is used simply to mean the typical or expected 
performance of an individual in the area represented by the class 
of test questions. 

An item's location on the scale is usually called its 'difficulty', 
particularly in the case of educational tests . . . . (Clearly, the con
cept of item difficulty is less applicable to the measurement of atti
tudes or personality traits, and location on the scale in this 
context is more appropriately thought of as the trait level embod
ied in the item.) 

Central to IRT, therefore, is the notion that persons can be 
placed on a scale on the basis of their ability in a given area, and 
that items measuring this ability can be placed on the same scale. 
Thus there is " . . .  a single scale . . .  which measures ( is )  both diffi
culty and ability simultaneously" (Alastair Pollitt, I 979, page 
5 8 ) .  It is via this scale that the connection between items and 
respondents, . . .  the essence of IRT, can be made. 

C> What is implied by the use of the terms 'latent' or 'underlying' 
to describe the ability measured in tests of this type? How does 
this relate to the issues raised in Chapter r on the relationship 
between test and criterion? 

I> What problems does Baker raise in relation to the use of the 
terms 'ability' and 'difficulty' in IRT? Do these same issues 
appear to arise in relation to the use of these terms in other test 
theories? 

Chapter 7 
The social character of language tests 

Text 16 
S AM U E L  M E S s I C K :  'Validity and wash back in language 
testing' in Language Testing I } ,  I996, pages 25 1-25 3 

In this extract, Messick discusses the notion of consequential 
validity in the context of concerns for the wash back of tests. 
He relates his discussion to two aspects of validity introduced 
in Chapter 5: 'construct under-representation' and 'construct
irrelevant variance'. 
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The consequential aspect of construct validity includes evidence 
and rationales for evaluating the intended and unintended conse
quences of score interpretation and use in both the short- and 
long-term, especially those associated with bias in scoring and 
interpretation, with unfairness in test use, and with positive or 
negative washback effects on teaching and learning. However, 
this form of evidence should not be viewed in isolation as a sepa
rate type of validity, say, of 'consequential validity' or, worse still, 
'washback validity'. Rather, because the social values served in 
the intended and unintended outcomes of test interpretation and 
use both derive from and contribute to the meaning of test scores, 
appraisal of social consequences of the testing is also seen to be 
subsumed as an aspect of construct validity . . . . 

Consequences associated with testing are likely to be a function 
of numerous factors in the context or setting and in the persons 
responding as well as in the content and form of the test . . . .  

The primary measurement concern with respect to adverse 
consequences is that negative washback, or, indeed, any negative 
impact on individuals or groups should not derive from any 
source of test invalidity such as construct under-representation or 
construct-irrelevant variance . . . . That is, invalidly low scores 
should not occur because the assessment is missing something rel
evant to the focal construct that, if present, would have permitted 
the affected person to display their competence. Moreover, 
invalidly low scores should not occur because the measurement 
contains something irrelevant that interferes with the affected 
persons' demonstration of competence. 

Furthermore, if what is under-represented in the assessment of 
communicative competence is an important part of the criterion 
performance, such as listening and speaking as opposed to read
ing and writing, then invalidly high scores may be attained by 
examinees well prepared on the represented skills but ill prepared 
on the under-represented ones. That is, scores may be invalidly 
high as indicators of communicative competence even though 
they are valid measures of reading and writing proficiency. 
Invalidly high scores may also be obtained by testwise examinees 
who are facile in dealing with construct-irrelevant difficulty . . . .  

If important constructs or aspects of constructs are under-rep
resented on the test, teachers might come to overemphasize those 
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constructs that are well represented and downplay those that are 
not. If the test employs unfamiliar item formats or stresses knowl
edge of grammar, for instance, to the detriment of communicative 
competence, teachers might pay undue attention to overcoming 
the irrelevant difficulty as opposed to fostering communicative 
proficiency. One defence against such adverse consequences is to 
provide test familiarization and preparation materials to reduce 
the effects of construct-irrelevant difficulty and attendant test 
anxiety, but the best defence is to minimize such irrelevant diffi
culty in the first place as well as construct under-representation. 

In contrast, adverse consequences associated with the valid 
measurement of current status-such as validly low scores result
ing from poor teaching or limited opportunity to learn-are not 
the test makers' responsibility. Such adverse consequences of 
valid assessment represent problems not of measurement, but 
rather of teaching and of educational and social policy. 

I> Give examples of the way in which each of these factors might 
be associated with the consequences of testing: the test con
text; the testees; the test content; the format of the test. 

I> What limits does Messick see to the social responsibility of the 
language tester? 

Text 17 
D I A N N E  W A L L  and J. C H A R L E S  A L D E R S O N :  'Examining 
wash back: The Sri Lankan impact study' in Alister Cumming 
and Richard Berwick (eds. ) :  Validation in Language Testing. 
Multilingual Matters I996, pages 200-I,  2I9-22o 

The authors of this extract were led to revise their theory of 
wash back on the basis of the findings of a study of the impact 
on teaching and learning of a new communicative syllabus for 
EFL in Sri Lankan secondary schools. 

The Washback Hypothesis . . .  implies that a test on its own 
makes all the difference. If it is a 'good' test (i .e. it reflects the aims 
of the syllabus, and its content and method) then it will produce 
positive washback; if it is a 'bad' test (if it does not) then it will 
produce negative washback. 

Alderson and Wall ( I 99 3 )  discuss possible refinements to the 
basic Wash back Hypothesis by distinguishing content of teaching 
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from the methodology used, and teaching from learning, as well 
as addressing the need to consider the impact of a test not only on 
teaching and learning but also on attitudes, material and effort. 
We were to come to understand, through our attempts to estab
lish washback and understand its nature, that what is not men
tioned in any of the formulations of the Wash back Hypothesis are 
the other factors that might also contribute to what teaching will 
look like: Do the teachers understand the approach of the text
book? Are they prepared to accept this? Are they able to imple
ment the new ideas? Are they aware of the nature of the exam? 
Are they willing to go along with its demands ? Are they able to 
prepare their students for what is to come? We return to these 
important points in the concluding section of this chapter. . . .  

We now believe that an exam on its own cannot reinforce an 
approach to teaching that the educational system has not ade
quately prepared its teachers for. Factors which may prevent the 
implementation of the new approach, and which may make the 
task of reinforcement by an examination (washback) difficult 
include frequent turnover in teaching staff, lack of material 
resources, management practices within schools, insufficient exam
specific teacher training, inadequate communication between 
those responsible for the exam and its users, inadequate under
standing of the philosophy of the textbook or the examination, 

teachers' beliefs that a particular method is more effective than 
those represented by the textbook or implicit in the examination, 
the degree of commitment of teachers to the profession, other 
obligations, including teaching commitments in their institutions 
or privately, and so on . . . .  

In short, if an exam is to have the impact intended, education
alists and education managers need to consider a range of factors 
that affect how innovations succeed or fail and that influence 
teacher (and pupil) behaviours. The exam is only one of these 
factors . . . .  

On the basis of our results, we believe the Wash back Hypothesis 
to be overly simplistic and in need of considerable further discus
sion, refinement and investigation. We have produced convincing 
evidence, in the Sri Lankan context, that tests have an impact on 
what teachers teach but not on how they teach. We have explored 
some of the factors that contribute to and inhibit washback, and 
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have implied, at least, that the nature of curricular innovations is 
much more complex than the advocates or critics of washback 
seem to understand. Testers need to pay much more attention to 
the washback of their tests, but they should also guard against 
oversimplified beliefs that 'good' tests will automatically have 
'good' impact. Washback needs to be studied and understood, 
not asserted. 

I> Why should a test maker be cautious in thinking that a good 
test will have positive wash back? 

I> Wall and Alderson seems to be acknowledging the limits to 
the power of the language test and the language tester. How 
does this compare with the view of tests and the responsibility 
of test makers taken by advocates of Critical Language 
Testing (see pages 76-7, and Text I9 below)? 

Text 18 

B E R N A R D  S P O L S KY :  Measured Words. Oxford University 
Press I99 s , pages r s-r 6 

Spolsky sketches the influence of the writings of the French 
theorist Michel Foucault in the development of critical per
spectives on the social and political role and power of tests. 

Social or political purposes lend tests and examinations their crit

ical weight, as Michel Foucault indicated in a book he entitled 
Surveiller et punir: naissance de Ia prison. The first section of this 
book deals with torture, the second with punishment, and the 
third with discipline, and it is here that examinations are dis
cussed. Examinations, Foucault explained, provide 'a normaliz
ing gaze, a surveillance that makes it possible to qualify, to 
classify and to punish' (Foucault: r975 :  r 8 6-7) .  He proposed an 
analogy to the way that doctors developed authority over hos
pitals. Before the seventeenth century the hospital was essentially 
dominated by the nursing and administrative staff, with only 
occasional visits by doctors. The innovation of a series of regular 
daily examinations by physicians gave doctors pre-eminent 
power over the establishment, and changed the hospital into 'a 
place of training and of the correlations of knowledge' (ibid. : 
r 8 8 ) .  In the same way, the institution of regular examinations in 
the eighteenth century transformed the school into 'a sort of 
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apparatus of uninterrupted examination' (ibid. ) .  As a result of 
examinations, knowledge started to flow not just from teacher to 
pupil, but back from pupil to teacher, establishing a science of 
education, in much the same way that information flowing from 
examined patients to their doctors had instituted a 'discipline' of 
medicine. 

The examination, Foucault suggested, was a mechanism link
ing power and knowledge. It was a ritualized ceremony that 
required the subjects to be seen, and transformed them into objects 
under control. It built an archive of documentation: the mark
book of the teacher, the papers and scores of the candidates 
became 'a whole meticulous archive' (ibid.: 1 9 1 )  in which the pop
ulation of the school could be ordered and fixed for ever in its 
place, and it transformed the individual into 'a case' preserved as 
an object. 

I> If tests function in society in the way that Foucault suggests, 
can this function be altered by making language testing prac
tice more ethical or more valid? 

Text 19 
E LAN A S H O H A M Y :  'Critical language testing and beyond', 
in Studies in Educational Evaluation 24, 1998,  pages 3 3 2-3 3 3 

In her seminal paper on Critical Language Testing, Elana 
Shohamy sets out a programme of issues facing test develop
ers, teachers and testing researchers which are raised from this 
perspective. 

Critical language testing assumes that the act of language testing 
is not neutral. Rather, it is both a product and agent of cultural, 
social, political, educational and ideological agendas that shape 
the lives of individual participants, teachers and learners. 

- Critical language testing views test takers as political subjects 
in a political context. 

- It views language tests as tools directly related to levels of suc
cess, deeply embedded in cultural, educational and political 
arenas where different ideological and social forms struggle for 
dominance. 

- It asks questions about what sort of agendas are delivered 
through tests and whose agendas they are. 
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- It challenges psychometric traditions and considers interpre
tive ones. 

- It claims that language testers need to ask themselves what sort 
of vision of society language tests create and what vision of 
society tests subserve; are language tests merely intended to ful
fill predefined curricular or proficiency goals or do they have 
other agendas. 

- It asks questions about whose knowledge the tests are based 
on. Is what is included on language tests 'truth' to be handed on 
to test takers, or is it something that can be negotiated, chal
lenged and appropriated? 

- It considers the meaning of language test scores, and the degree 
to which they are prescriptive, final, or absolute, and the extent 
to which they are open to discussion and interpretation. 

- It perceives language testing as being caught up in an array of 
questions concerning educational and social systems; the 
notion of 'just a test' is an impossibility because it is impossible 
to separate language testing from the many contexts in which it 
operates . . .  

Critical language testing signifies a paradigm shift in language 
testing in that it introduces new criteria for the validity of lan
guage tests. The consequential, systemic, interpretive and ethical 
are a few of the new types of validity, calling for empirical data on 
language test use. Thus, tests considered valid in the past, may no 
longer be so if they are shown to have negative consequences. 

I> In Text I4, Bachman refers to norm-referenced tests as 'psy
chometric' tests. Shohamy speaks of critical language testing 
as challenging psychometric traditions. Why might norm-ref
erenced tests be the particular target of challenge by advocates 
of critical language testing? 

I> What similarities and differences are there between the posi
tion advocated by Shohamy here and that taken by Messick in 
Text I6? 
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Chapter 8 
New directions-and dilemmas? 

Text 20 
H A R O L D  s. M A D  S E N :  'Computer-adaptive testing of 
listening and reading comprehension' in Patricia Dunkel 
(ed . ) :  Computer-Assisted Language Learning and Testing: 
Research Issues and Practice. Newbury House I99 I ,  

pages 2 3 8-24 I 

Madsen distinguishes a number of ways in which the com
puter can be involved in language test delivery or scoring or 
both. He considers the advantages and drawbacks of comput
erized language testing to date. 

One computer-based language testing option is to allow for 
human interaction in the evaluation process. Of the various com
puter-assisted testing (CAT) procedures involving live examiner 
participation, the test essay is a classic example. It utilizes the 
computer as a word processor. . .  , allowing the writer to tap such 
computer resources as a dictionary and thesaurus . . . .  The bulk of 
the essay evaluation is conducted by human critiquers. This 
approach allows for maximum creativity and communicative 
expression on the part of the candidate, while making allowance 
for the still rather primitive state of the art as far as productive 
language skill correction via computer is concerned. 

A second computer-assisted test (or CAT) option has been 
labeled in Britain as CBELT -computer-based English language 
testing . . . . This approach uses any of a wide variety of procedures 
in test delivery. But unlike the previous option, CBELT is scored 
exclusively by computer. This constraint tends to restrict some
what the scope of item types that can be successfully adminis
tered . . . .  Rapid, accurate correction of the test could be provided 
for such items as multiple-choice reading comprehension ques
tions, objective lexical and grammatical questions, editing proce
dures, and even some translation tasks. 

On the surface, the computer-adaptive language test (CALT) 
resembles the CBELT version of CAT: it is computer-driven and 
computer-scored. But unlike CBELT, the adaptive test is uniquely 
tailored for each student . . . . The adaptive or "tailored' computer 
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test accesses a specially calibrated item bank and is driven by a 
statistical routine which analyzes student responses to questions 
and selects items for the candidate that are of appropriate diffi
culty. Then, when a specified standard error of measurement level 
has been reached, the exam is terminated. In short, the format 
of CALT often resembles that utilized in CAT. The essential 
difference is the psychometrically sound tailoring process in com
puter-adaptive tests, which provides for a more effective measure 
of language proficiency. 

Limitations and Advantages of Computer Testing 
The potential limitations of computerized language testing are 
serious enough to warrant the careful attention of those planning 
to use this medium. A recurring concern is the high cost of com
puter hardware and software. Other misgivings include the time 
required to acquaint examinees with the computer, the potential 
of double jeopardy (inadvertently evaluating not only language 
but also computer expertise), and the potential of subjecting test 
candidates to debilitating levels of anxiety as result of the need to 
manipulate the new technology. Related to these concerns is the 
matter of potential bias in computerized exams against those 
unfamiliar with the new technology . . . . Of course with the 
increase in computer literacy and the increasing availability of 
computers in schools and other organizations, some of these 
objections begin to diminish . . . .  

A final and very serious limitation, one characteristic of both 
computer-assisted and adaptive tests, is the tendency to utilize, 
almost exclusively, objectively scored language exams. The result 
appears to be a neglect of sound testing procedures using the 
essay, dictation, and oral interview . . . .  

Despite the concerns and limitations enumerated above, there 
are of course compelling advantages offered by computerized 
tests in general, and adaptive tests in particular. . . .  

The advantages of computer-assisted or -adaptive testing 
include the following: the convenience of providing exam results 
immediately (this convenience results in savings in teacher-secre
tarial effort and is a boon to students) ;  the benefit of accurate, 
consistent evaluation; diagnostic assistance to teachers and 
administrators; relief to test writers (as far as rapid editing and 
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revision of test items is concerned);  and swift access to banks of 
test items. Test types other than multiple-choice questions can 
also be administered (e.g., the doze which requires words to be 
typed into blanks in a prose passage);  scaled items (e.g., examiner 
ratings of student responses that range from o to 4 on an oral 
interview); and even essay exams, which are scored later by the 
teacher examiner. Furthermore, the tedious problem of decipher
ing student handwriting is eliminated. 

The special advantages of computer-adaptive tests . . .  can be 
summarized here. Experimental findings reveal their superiority 
to paper-and-pencil tests in terms of reliability and validity, par
ticularly when relatively few items are administered . . . . Research 
has shown the excellent predictive power of combined CALT and 
non-CAL T measurement . . .  , thus encouraging the use not only of 
objective measures but also of sound procedures not amenable at 
the present time to tailored computer testing. CAL T likewise pro
vides for . . .  items tailored to the ability level of the examinee, vir
tual elimination of cheating during the exam, flexibility in 
scheduling tests since each administration is a unique exam, suc
cessful use of small item pools . . .  , test linking and networking, and 
greatly improved test efficiency, including a substantial reduction 
in time for each exam . . . . 

C> Explain the essential differences between the terms 'com
puter-assisted testing', 'computer-based language testing' and 
'computer-adaptive language testing'. 

C> In what contexts might the advantages of computer-adaptive 
language tests be particularly relevant, and in what contexts 
might they be less compelling? 

C> What issues might be raised in a discussion of the way in 
which language tests are coming to rely on the use of com
puter technology? (see Chapter 7 and Text I9) 
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This very readable book provides an introduction to the way in 
which all testing can be seen as a social practice, thus involving a 
range of political and ethical considerations. 

• • o  

M. B.  K A N E  and R .  M I T C H E L L  ( eds. ) :  Implementing 
Performance Assessment: Promises, Problems and 
Challenges. Lawrence Erlbaum r996 

While not in the area of language testing, this collection of papers 
provides an excellent overview of the rationale for performance 
assessment in school settings. It provides a particularly clear con
textualization for much of the discussion of ethics and accountabil
ity in language testing in the context of 'alternative assessment', as 

well as a critical discussion of its possibilities and limits . 

• • •  

B E R N A R D  S P O L S K Y :  Measured Words. Oxford University 
Press I99 5 (see Text r 8 )  

The first half of the book i s  a history o f  language testing; the sec
ond provides a meticulously documented history of the introduc
tion of the TOEFL test and its capture by the testing establishment, 
and is a fine example of the new discipline of critical language 
testing. 

• • o  

E L A N  A S H O H A M Y :  'Critical language testing and beyond' 
in Studies in Educational Evaluation 24/4, r998,  pages 
3 3 1-4 5 (see Text r9 )  

This landmark paper represents the culmination of  a number of 
years of original work by Shohamy, drawing attention to the 
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implications for language assessment of the writings of Foucault 
on tests and the growth of critical applied linguistics. 

Chapter 8 
New directions-and dilemmas? 

• • o  

M I C H E L I N E  C H A L H O U B - D EV I L L E  (ed. ) :  Issues in 
Computer Adaptive Tests of Reading Proficiency. 
Cambridge University Press 1999 

This collection of papers examines the development of the new 
area of computer-adaptive tests of reading comprehension from a 
variety of theoretical, practical, and technical perspectives. 

• o o  

H A R O L D  s .  M A D S E N :  'Computer-adaptive testing of 
listening and reading comprehension' in Patricia Dunkel 
(ed. ) :  Computer-Assisted Language Learning and Testing: 
Research Issues and Practice. Newbury House 1991  (see 
Text 20) 

This paper provides a useful introductory discussion of issues in 
the design of computer-adaptive tests of language . 

• • •  

T.  F. M c N A M A R A :  'Interaction' in  second language 
performance assessment: Whose performance?' in Applied 
Linguistics 1 8/4, 1997 

This is  a critique of current orthodoxy in language testing in the 
light of views (adopted from discourse analysis) of the intrinsi
cally social character of second language performance. 
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S E C T I O N  4 

Glossary 

Page references to Section I, Survey, are given at the end of each 
entry. 

accountability A requirement of language tests, that they be 
answerable to the interests and needs of those taking them. [72) 

achievement tests Tests which aim to establish what has been 
learned in a course of instruction. [6] 

alternative assessment A movement for the reform of school
based assessment, away from standardized multiple choice 
tests and towards assessments which are more sensitive to the 
goals of the curriculum. Typically includes portfolio assess
ment, exhibitions, records of participation in classroom activi
ties, etc. [7) 

analytic rating The rating of each aspect of a performance sepa
rately, as for example (in writing) grammar, organization, con

tent, etc. [44] 
authenticity The degree to which test materials and test condi

tions succeed in replicating those in the target use situation. [9] 

classification analysis A procedure for establishing the degree of 
agreement between different raters when categorizing perfor
mances in terms of a rating scale. [58) 

cloze test A test of reading in which a passage is presented with 
words regularly deleted; the reader's task is to supply the miss
ing words. [15] 

competency A specific practical skill used in the planning and 
assessment of adult training outcomes. [69) 

computer adaptive test A test consisting of a bank of items; as 
items are answered further items are selected which will most 
contribute to the emerging picture of the candidate's ability. 
The test thereby adapts itself to each individual candidate. [65] 
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computer based testing (CBT) Procedures for presenting test 
material ( stimulus and task prompt) via computer to candi
dates, who respond using the computer keyboard. [ 79] 

consequential validity The way in which the implementation of a 
test can affect the interpretability of test scores; the practical 
consequences of the introduction of a test. [53] 

construct irrelevant variance Differences in the performance of 
candidates on a test which are unrelated to the ability or skill 
being measured. [53] 

construct under-representation The failure of a test to adequately 
capture the complexity of the communicative demands of the 
criterion; oversimplification of the construct. [53] 

constructed response formats In test questions, formats which 
require the candidates to generate a response in their own 
words, as in short answer questions, and performance on tests of 
speaking and writing. [30] 

content validity The extent to which the test appropriately sam
ples from the domain of knowledge and skills relevant to perfor
mance in the criterion. [51] 

correlation coefficient A statistic summarizing the extent to 
which one set of measures (e.g. of weight) is predictable from 
knowledge of another set of measures for the same individuals 
(e.g. height) .  [57] 

criterion 1 The domain of behaviour relevant to test design. 2 An 
aspect of performance which is evaluated in test scoring, e.g. 
fluency, accuracy etc. [7] 

criterion-referenced measurement An approach to measurement 
in which performances are compared to one or more descrip
tions of minimally adequate performance at a given level. [62] 

critical language testing An intellectual movement to expose the 
(frequently covert) social and political role of language tests. 
[72] 

cut-point (also cut-score) The point on a scoring continuum at 
which a classification decision is made; e.g. whether a candi
date has 'passed' or 'failed'. [38] 

data matrix A set of scores used in psychometric analysis of the 
qualities of a test. [56] 

direct testing An approach to testing which emphasizes the need 
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for close simulation of the criterion in the test. In the testing of 
speaking, the Oral Proficiency Interview (OPI) is a direct testing 

technique. [8] 
discrete point testing An approach to the development of tests in 

which tests typically contain multiple items, each of which 
focuses on a single point of knowledge, e.g. of grammar or 
vocabulary. [14] 

domain The area of knowledge or skill or the set of tasks consti
tuting criterion performance, and which is the target of the test. 
[25] 

ethical language testing A position advanced within the field of 
language test development and research to ensure that their 
practices are ethical and socially responsible. [72] 

face validity The extent to which a test meets the expectations of 
those involved in its use, e.g. administrators, teachers, candi
dates and test score users; the acceptability of a test to its stake

holders. [50] 
fixed response format In test questions, a method for candidates 

to record a response which requires them to choose between 
presented alternatives rather than constructing a response 
themselves. [5] 

high stakes tests Tests which provide information on the basis 
of which significant decisions are made about candidates, e.g. 
admission to courses of study, or to work settings. [48] 

h olistic rating The rating of a performance as a whole. [43] 

I nternational English Language Testing System ( IELTS) A perfor
mance based test of English for academic purposes, used 
mainly for the selection of international students at universities 
in the United Kingdom, Australia and elsewhere. [24] 

impact The total effect of a test on the educational process and 
on the wider community. [72] 

integrative tests Tests which integrate knowledge of various 
components of language systems and an ability to produce and 
interpret language appropriately in context; seen as a necessary 
complement to discrete point tests. [15] 
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inter-rater reliability The extent to which pairs of raters agree; 
technically a statistic expressing degree to which the ratings of 
one rater are predictable from the ratings of another, based on 
the ratings given by each for a given set of test performances. [58] 

item analysis Procedures for investigating properties of test 

items (especially difficulty and discrimination) prior to devel
opment of their final format and content. [60] 

item bank A set of items which have been developed and trialled, 
and whose psychometric properties are known, which can be 
drawn upon in the development of individual tests. [80] 

item difficulty The relative difficulty of a test item for a given 
group of test-takers; the proportion of candidates getting a par
ticular test item wrong; cf. item facility. [60] 

item discrimination The extent to which an individual test item 

distinguishes between test candidates; the degree to which an 
item provides information about candidates which is consistent 
with information provided by other items in the same test. [60] 

item facility The relative ease of a test item for a given group of 
test-takers; the proportion of candidates getting a given test 
item correct; cf. item difficulty. [60] 

Item Response Theory ( IRT) An approach to measurement which 
uses complex statistical modelling of test performance data to 
make powerful generalizations about item characteristics, the 
relation of items to candidate ability, and about the overall 
quality of tests. [64] 

job analysis The work of identifying tasks and roles in the crite

rion setting which can be used as the basis for task design in 
performance tests, particularly in specific purpose contexts. [17] 

level descriptors In rating scales, statements describing the char
acter of a minimally acceptable performance at a given level. 
[40] 

moderation The process of reconciling or reducing differences in 
the judgements and standards used by different raters within a 
rating procedure, usually at meetings of raters at which perfor
mances at relevant levels are rated independently and then dis
cussed. [44] 
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multiple choice format A format for test questions in which can
didates have to choose from a number of presented alterna
tives, only one of which is correct. [5] 

norm-referenced measurement An approach to measurement in 
which an individual performance is evaluated against the range 
of performances typical of a population of similar individuals. 
[62] 

normal distribution A graph in the shape of a bell-shaped curve 
representing the frequency of occurrence of values of typical 
measurements in biology and other fields; the known statistical 
properties of this distribution are used in the interpretation of 
test scores in norm-referenced measurement. [63] 

operational version The final product of test development; the 
version of the test which, following improvement through 
trialling, will be used in actual test administrations. [60] 

Oral Proficiency Interview (OPI ) Popular format for the assess
ment of speaking skills in which the candidate engages in a 
directed interaction with an interlocutor; developed for the US 
Government in the 1 950s, and influential in many contexts 
since. [23] 

paper-and-pencil language tests A traditional test format, with 
test paper and answer sheet. [5] 

performance tests ln language tests, a class of test in which assess
ment is carried out in a context where the candidate is involved 
in an act of communication. [5] 

pilot version A version of a test written during the test develop
ment process which is to be tried out, and its material subse
quently revised before use in actual test administrations. [60] 

pragmatic tests A class of tests identified in the work of Oller 
which meet his requirement of pragmatic naturalness: essen
tially, that the language user's grammar be engaged in contextual 
production or interpretation of language under the normal con
straints (including real time processing) of communication. [15] 

proficiency tests Tests which aim to establish a candidate's 
readiness for a particular communicative role, e.g. in a work or 
educational setting. [6] 
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prompt In the assessment of speaking or writing, the stimulus to 
which the candidate responds in speaking or writing. [31] 

psychometrics The science of measurement of individual cogni
tive abilities, involving the technical, statistical analysis of quan
titative data from test performances. Adjective: psychometric. 

[14] 

Rasch measurement A branch of Item Response Theory ( IRT), 

named after a Danish mathematician; particularly useful in 
rater-mediated testing environments, as it allows investigation 
of the impact of rater characteristics and task characteristics on 
scores. [65] 

raters Those who judge performances in productive tests of 
speaking and writing, using an agreed rating procedure and cri
teria in so doing. [6] 

rating procedure Agreed procedure followed by raters in judging 
the quality of performances, particularly in the assessment of 
speaking and writing. [6] 

rating scale An ordered set of descriptions of typical perfor
mances in terms of their quality, used by raters in rating proce
dures. [40] 

ratings Assessments of performance, recorded as scores on a rat
ing scale. [35] 

reliability Consistency of measurement of individuals by a test, 
usually expressed in a reliability coefficient. [61] 

reliability coefficient A statistic, usually on a scale from 0 to 1 ,  
expressing the extent t o  which individuals have been measured 
consistently by a test. [58] 

response format The way in which candidates are required to 
respond to test materials, e.g. by choosing from alternative 
responses (fixed response format) or by writing or speaking (con
structed response format) .  [26] 

rubric The instructions to candidates before each question or 
task. [31] 

self-assessment The process by which learners are trained to 
evaluate their own performances, e.g. imagining how well they 
would cope in a range of real-life settings. [7] 

semi-direct test A test of communication in which there is some 
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compromise in the simulation of real world communicative 
activity; e.g., in a test of speaking, where the prompt is presented 
via tape, and the candidate speaks not to another person, but 
records his/her response on a machine or computer. [82] 

short answer questions In the testing of comprehension, items 
which require candidates to express briefly what they have 
understood in their own words. [30] 

skills testing The testing of the four macroskills (reading, writ
ing, listening, and speaking), usually done separately from one 
another. [14] 

stakeholders Those who have an interest in the development and 
operation of a test; e.g., funding authorities, educators, test 
developers, candidates, receiving institutions, etc. [50] 

statistic A single number summarizing a set of mathematical 
relations within data, e.g. within scores from a test administra
tion. [57] 

test construct What is being measured by the test; those aspects 
of the candidate's underlying knowledge or skill which are the 
target of measurement in a test. [13] 

test content What a test contains in terms of texts, tasks, item 
types, skills tested, etc. [25] 

test development committee A formal grouping of major stake

holders in a test development project, who supervise and 
respond to the progress of the work and advise on policy and 
practical matters. [ 73] 

test equating The statistical process of demonstrating the equiv
alence or at least the exact psychometric relation of two ver
sions of a test, particularly how difficult they are. [64] 

test items Individual questions or tasks faced by test -takers. [5] 
test linking Establishing the relative difficulty of different but 

related tests; can be used to measure the growth of individuals 
over time. [64] 

test materials Texts, tasks and questions to be used in the test. 
[32] 

test method The way in which the candidate is asked to engage 
with the materials and tasks in the test, and how their response 
will be scored. [25] 

test security The need for candidates not to become aware of the 
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specific content of test materials before the administration of 
the test. [24] 

test specifications A detailed accounting of the test format and 
general test design which serves as a basis for providing infor
mation for candidates and test users, and for writing new ver
sions of a test. [31] 

test-taker feedback The opinions of test-takers, usually at the 
stage of trialling, on the content and format of test materials; 

used to revise the materials. [32] 
test users' handbook (manual) A book prepared by those respon

sible for a test, giving information to candidates and score users 
about the content and format of the test, and on how to inter
pret scores and reports on test performance. [73] 

test validation The process of investigating the quality of test
based inferences, often in order to improve this basis and hence 
the quality of the test. [10] 

The Test of English as a Foreign Language (TOEFL) A test of English 
as a foreign language used to assist in the selection of interna
tional students wishing to study at American universities, devel
oped and administered by the Educational Testing Service. [24] 

trialling (also trying out) The process of administering pilot test 
materials to samples of subjects representative of the final test 
population, in order to gather empirical data on the effective
ness of the proposed materials, and to enable their revision. 
(Verb: to trial, to try out; noun a trial, a try-out) .  [32] 

Unitary Competence Hypothesis The idea that a number of 
superficially different test types, which however meet the 
requirements of pragmatic tests, all depend on access to a single 
capacity for the production and interpretation of language in 
context, and are therefore, in a sense, substitutable one for the 
other; particularly associated with the work of John Oller. [15] 

validity The relationship between evidence from test performance 
and the inferences about candidates' capacity to perform in the 
criterion that are drawn from that evidence. [9] 

washback The effect of a test on the teaching and learning lead
ing up to it. [72] 
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